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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission)
form the specialized system for worldwide standardization. National bodies that are members of ISO or IEC
participate in the development of International Standards through technical committees established by the
respective organization to deal with particular fields of technical activity. ISO and IEC technical committees
collaborate in fields of mutual interest. Other international organizations, governmental and non-governmental, in

International Standards are drafted in accordance with the rules given in the ISO/IEC Directives, Part

In the field pf information technology, ISO and IEC have established a joint technical committee, |
Draft Interngtional Standards adopted by the joint technical committee are circulated to\national bo
Publication @s an International Standard requires approval by at least 75 % of the national bodies cas|

International Standard ISO/IEC 14753 was prepared by Joint Technical Committee ISO/IEC JTC
technology, |Subcommittee SC 7, Software engineering, in collaboration with~ITU-T. The identical tg
as ITU-T Rgcommendation X.930.

Annexes A @nd B form an integral part of this International Standard, Annex C is for information only.

3.

SO/IEC JTC 1.
Hies for voting.
ting a vote.

1, Information
Xt is published
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I ntroduction

The rapid growth of distributed processing has led to a need for a coordinating framework for the standardization of
Open Distributed Processing (ODP). The Reference Model of ODP provides such a framework. It creates an architecture
within which support of distribution, interworking and portability can be integrated.

One of the components of the architecture is the ODP binding function. The binding function provides the means to
establish liaisons and create channels across autonomous systems in order to support interworking and communication
between objects. An interface reference embodies the information needed to establish bindings and further embodies the
information required to maintain bindings between computational objects in the presence of distribution.

vi
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INTERNATIONAL STANDARD

ITU-T RE

COMMENDATION

INFORMATION TECHNOLOGY - OPEN DISTRIBUTED PROCESSING -

INTERFACE REFERENCES AND BINDING

11 S

Interface re
interface rg
support se\
interface rdg
between col
the foundat

cope

ferences are crucial to interworking between ODP systems and federation of groups of ODP §
ference embodies the information needed to establish bindings, including binding to objects al
eral different communication protocols and binding to objects in different management d
ference further embodies the information required for the engineeringlmeChanism to maintg
mputational objects in the presence of distribution transparencies such.as migration transparend
on of ODP location and relocation transparency.

This Recompmendation | International Standard includes:

This Recol
support the
important is

a framework for binding interfaces and a generic binding protocol (for both stream and
interfaces);

a specification of the generic information structure of interface references (for both
operational interfaces);

representation(s) for interface referenceswhen transferred using standardized protocals;

individual transparencies,

identification of node management interfaces related to binding and federation which create
interface references;

identification of (requirements for quality of service information and for invocation of Qo
measurement procedures.

nmendationdJ~International Standard provides an engineering description of the functionality
computational binding of objects in ODP systems. Security and support for group commu
suesbut not within the scope of this Recommendation | International Standard.

bystems. An

nodes that
bmains. An
in bindings
y. They are

operational

stream and

identification of procedures for the management and transfer of interface references with respect to

br transform

S or related

needed to
hication are

12 F

ield of Application

This Recommendation | International Standard enables interworking between ODP systems.

2 References

The following Recommendations and International Standards contain provisions which, through reference in this text,
constitute provisions of this Recommendation | International Standard. At the time of publication, the editions indicated
were valid. All Recommendations and Standards are subject to revision, and parties to agreements based on this
Recommendation | International Standard are encouraged to investigate the possibility of applying the most recent
edition of the Recommendations and Standards listed below. Members of IEC and 1SO maintain registers of currently
valid International Standards. The Telecommunication Standardization Bureau of the ITU maintains a list of the
currently valid ITU-T Recommendations.

ITU-T Rec. X.930 (1998 E)

1
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21

22

31

This Recomimendation | International Standard'defines the following terms.

3.2

This Recor
ISO/IEC 10

Identical Recommendations | International Standards

ITU-T Recommendation X.901 (1997) | ISO/IEC 10746-1:1988prmation technology — Open
distributed processing — Reference ModaVerview.

ITU-T Recommendation X.902 (1995) | ISO/IEC 10746-2:198@8ormation technology — Open
distributed processing — Reference Modielundations.

ITU-T Recommendation X.903 (1995) | ISO/IEC 10746-3:19@8ormation technology — Open
distributed processing — Reference Modkeichitecture.

ITU-T Recommendation X.910 (1998) | ISO/IEC 14771:19%@rmation technology — Open distributed
processing — ODP Naming framework.

ITU-T Recommendation X.931 (1998) | ISO/IEC 14752:19%@rmation technology — Open distributed
processing — Protocol Support for Computational Interactions.

W)

D

D

ITU-T Recommendation X.950 (1997) | ISO/IEC 13235-1:1988ormation techholpgy — Open
distributed processing — Trading function: Specification.

ITU-T Recommendation X.96D | ISO/IEC 14769, Information technology,‘— Opeén distributed
processing — Type repository function.

ISO/IEC 9075-3), Information technology — Database language SQL — Part 1: Frame.

becifications of the Object Management Group

CORBA: The Common Object Request Broker: Architecture“and Specification, Revision|2.1, Object
Management Group, August 1997 (OMG Doc Number Formal/97-09-01).

emporary Note: A reference explanatory report is circulated with'the DIS ballot on this specification.

efinitions

efinitionsin this Recommendation;{¥nternational Standard

efinitions from other Reecommendations | I nternational Standards

nmendation | International Standard makes use of the following terms defined in ITU-T Rec. X.902 |
746-2:

<X> domain;
<X>{emplate;

action;

actvity;
behaviour;

binding;
compliance;
configuration;
conformance point;

contract;

1) To be published.

ITU-T Rec. X.930 (1998 E)
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—  contractual context;

— distribution transparency;

— environment contract;

— epoch;

— failure;

— interaction point;

— interface;

— interworking reference point;
— liaison;

— __location:

ISO/IEC 14753 : 1999 (E)

—| notification;

—| policy;

—| quality of service;
—| role;

—| subtype;

—| type (of an X).

This Recq
ISO/IEC 1

mmendation | International Standard makes use of the

D746-3:

—| <X> federation;

—| announcement;

—| basic engineering object;
—| binder;

—| channel,

—| compound binding;

—| engineering interface reference;
—| explicit binding;

—| implicit binding;

—| interceptor;

—| node;

—| operation interface;

—| protocol object;

—L_\Signal:

following terms defined

—  signature;
—  stub;

— stream interface.

4 Abbreviations

For the purpose of this Recommendation | International Standard the following abbreviations apply:

QoS Quality of Service
ODP Open Distributed Processing
IIOP-IOR Internet Inter-ORB Protocol — Interoperable Object Reference

ITU-T Rec. X.930 (1998 E)

in ITU-T X.903 |

3
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5 Conventions

The followi

ng conventions are specific to this Recommendation | International Standard.

In diagrams:

6.1 R

The object
processing
standards &
inherent in

Distributed
arises becal
between gr
possible to
enabling di

In order to
a relationsh

objects are represented as ovals or circles,
the symbol |:| protruding from an object represents an interface;

the symbol <> represents a containment of objects;

the symbol L represents dependent containment between objects;

verview of interface references and binding

ationale

ve of ODP standardization is to develop standards that realize the behefits of distributing [information
services in a heterogeneous environment of IT resources and multiple organizational domgins. These
fdress constraints on system specifications and provide a system-infrastructure that addresseq difficulties
he design and programming of distributed systems.

systems are important because of a growing need to intergornect information processing systems. This need
Ise of organizational trends (such as downsizing), which”demand the exchange of informatipn not only
bups within an organization but also between coopérating organizations. Technological advances make it
Fespond to these trends giving increased importancé.to information networks and personal worksgtations, and
Etri buted applications to be constructed across large configurations of interconnected systems.

bet up cooperation between organizations and'their information systems, the parties must define gnd agree on

achieve co

ip and then maintain it. This relationship’is often defined as a contract in commercia envirgnments. To
peration between systems, after some initial contact, agreements must be made, contracts negotiated and

interfaces ([defined, created and made avaitable. Interworking between ODP systems requires standardized

communi cgtion methods between objects that reside at autonomous systems.

This Recompmendation | International -Standard provides a framework for binding, including a refinement of|the binding
model of ITU-T Rec. X.903 | IS®/AEC 10746-3 and a generic structure of interface references. This Reconmendation |

Internationgl Standard is structured according to ODP viewpoints.

6.2

6.2.1

Whenever

verview of the binding process

btaining interface references

interface is created (either explicitly, or during object creation), an interface reference for it is generated. This

interface ref

erence can be passed via existing communication channels from the object providing the interface. Its recipients

can then passit on, possibly viaseverd steps, until it reaches some object which wishesto interact with the interface.

The interface reference contains sufficient information to initiate the binding process which makes interaction involving the

interface possible. Often, an object will create a binding involving itself and an interface whose interface reference it has just
received. However, in the genera case, the creation of a binding involves a set of interfaces, not necessarily including an

interface to

the object performing the binding action. Such third party bindings may occur, for example, when setting up

multimedia streams.

An object w
a)
b)

0)

4 I

hich isto create a binding must have information on:
the set of interface references for the interfaces to be bound;
the type of the binding needed, possibly in the form of areference to a suitable binding template;
the quality of service required of the binding.

TU-T Rec. X.930 (1998 E)
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6.2.2 Binding process

This description is in terms of compound binding, in which a visible computational binding object is created. The simpler
implicit or explicit primitive binding processis generally similar.

In a computational specification, an object creates a binding by performing a binding action. From an engineering point of
view, it does this by invoking a binding factory, representing the mechanisms needed to dlocate resources, negotiating
detailed quality agreements and establishing communications paths.

In either viewpoint, the information outlined above is required to start the process. The result is the cregtion of a binding
object and the return of an interface reference for a control interface which it provides. This control interface allows the
initiator, or any other object it passes the reference to, to control the binding, to request notification of significant events, or to
request destruction of the binding. The exact detail of thisinterface depends on the binding type.

Once the binding has been created, it can support the behaviour, in terms of operation invocations or stream flows, defined by

the binding

6.2.3 N

Theway an
the infrastru
contract.

When an ir
naming infg
contract to i
be true for
properties.

In order to

references \|
supporting 9
transformed

The binding
from the ini
required. TH
resources ar
be created i

environmeng

6.2.4 R

In many sit
modify the

Yype.
egotiating the properties of the binding

object can interact with its environment depends on the capabilities (in terms of availahleprotocols, S
cture supporting the object, and on a set of quality of service constraints definediin‘the object’s

terface is created, the interface reference contains information about thesedeapabilities, together

rmation to alow the interface to be located or relocated, and possibly some items from the object’s
ndicate levels of service which can be achieved. This information indieates properties of the interfac
bny binding it may become involved in, and therefore provides the.starting point for the negotiatio

support interface reference passing and binding across federation boundaries, and to keep the size
Vithin reasonable bounds, the information to be passed\may be included in shorthand form, or by
ervices, rather than being explicitly encoded in the refefence. The detailed format of an interface refer
asit is passed from object to object.

factory combines the information in the interface references it receives with constraints in the bin
fiator of the binding, to steer the negotiation of the binding's properties, and to decide on the level
is process may involve negotiation with the objects being bound to take into account their current a
d aspects of their environment contracts which were not included in the interface references. A bind

a stisfactory set of properties can be identified which is consistent with the requested binding ag
contracts of al the objectsinvolved in the binding.

enegotiating the properties of the binding

Liations, it may be-necessary for a binding to evolve during its lifetime, either to change its pro
et of interfagesbeing bound. The kind of changes that can occur will depend on the type of the |
¢ constrained by the capabilities of the engineering infrastructure available to support it. F
acilities-farmodifying bindings are likely to be required in an environment supporting mobile

tubs, etc.) of
environment

vith enough
environment
e which will
n of binding

of interface
reference to
ence may be

ding type or
of resources

ailability of
ng can only
tion and the

perties or to
binding, and
br example,
or nomadic

aly involve

renegotlatlon between the partici pants and may result in the addition or replacement of some supportl ng components.
For example, the migration of an object into a different kind of environment may require modification, and thus
renegotiation, of quality of service, involving the use of different network facilities, different data representations and
different protocols.

6.2.5 Quality monitoring and control

In addition to the ability to modify the quality of service using the control interface of the binding object, there is, in
general, a need to monitor the quality of service actually achieved. To do this, monitoring mechanisms may need to be
attached to specific reference points at each of the bound interfaces.

The maintenance of agreed quality of service may involve the creation of internal feed back processes linking the
observation of achieved quality at or between interfaces with modification by some quality management object of the
requirements on particular parts of the binding, using the control interface to the binding object.

ITU-T Rec. X.930 (1998 E) 5


https://iecnorm.com/api/?name=c863cff3c7722b89463b070ad77786b1

| SO/IEC 14753 : 1999 (E)

6.2.6 Destroying a binding

The definition of when a binding ceases to exist is part of its behaviour, and so depends on its type. A binding will
generally cease to exist as aresult of arequest to do so, received at its control interface. It may also cease to exist as a
result of an action internal to the binding, such as detection of a failure of communication or of one or more of the
objects being bound.

Destruction of a binding does not, in general, imply the destruction of the interfaces being bound, or of the objects
providing those interfaces.

7 Enterprise viewpoint

The purpose of the binding function is to bind together interfaces (signal, operational, stream) to enable communication
between obyects—Fhe 'uilldillg fenetron—setects—andrames-the—communteatron illtufa.,co, checks-that—th interfaces
conform to|each other, checks that these interfaces initially satisfy the QoS requirements of each other)and forms a
liaison between the interfaces. The hinding liaison guarantees that the objects can interact. The binding function also
provides fof the management of the binding and eventual destruction of the binding.

Binding acfions are of two kinds: primitive binding actions in which the objects involved are modelled as interacting
directly angl compound binding actions in which an intermediate object represents the, nechanisms providing the
binding.

Transferring operation invocations and implementing binding actions require support of the mechanisms anpd functions
of the RM-QDP infrastructure.
7.1 Communities

The roles ipvolved in the binding community are target interfage €reator, binding initiator, unbinding inifiator, target
interface, binding factory, binding liaison, binding controller, and .channel .

The binding community has three epochs. In one epoch theinitiator is bound to the binding factory. In another epoch the
targets are members of a binding liaison. In the third epoch; the binding liaison has been terminated.

In addition] the binding community is supported-By a channel, and therefore, the binding community mgy alternate
between the epochs with and without an establishéd channel.

7.2 Roles

721 Bjnding initiator

The binding initiator is the.role of an object that initiates binding establishment between some targets by agtivating the
binding factory.

722 Unbinding.initiator

The unbind|ngdpitiator isthe role of an object that initiates binding termination.

7.2.3 Binding controller

The binding controller is the role of an object that modifies the existing channel's properties via the control interface
provided by the channel. The binding controller itself may offer an interface for controlling and managing the binding
liaison it supports.

724 Target interface creator

A role of an object that initiates target interface creation. There are two cases, one in which the target interface creator

requests a new interface to be created by the infrastructure, and one in which the target interface creator creates a new
interface on itself dynamically. In either case, a reference is associated with the interface. This interface reference is past
to the binding initiator.

Target objects are those objects that have a need to interact and may assume the role of target interface creator.

6 ITU-T Rec. X.930 (1998 E)
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7.2.5

ISO/IEC 14753 : 1999 (E)

Target interface

A target interface is the interface where the initiator wants the activity to take effect. Target interfaces are bound together
either directly within a cluster or viaa channel.

Interfaces are either operational interfaces or stream interfaces.

NOTE — The expression of quality of service properties may require the refinement of either operational interfaces
interfaces in terms of signal interfaces.

7.2.6

Binding factory

The binding factory represents the infrastructure for channel creation. The binding factory may itself be a federated
entity that has local representatives in each administrative domain involved in the channel instantiation activity.

Federation

ssues are discussed in clause 10

7.2.7

o)

A binding |
mechanism
quality of st

Behaviours
restrict the
objects. Nel
particular,

operation ol

Binding lial
to-end com
pointsin sp
7.2.8 C
A channdl 1

A channel i

The channg¢! includes objects such as™stubs, binders, protocol objects and interceptors. These objects

transport of
definedin |

7.3 A

Activities 0

nding liaison

jaison is a community providing a common contractual context where two or more;ebjects agré
they use for interaction. The objects therefore share common information. The\agreement 1

brvice statements.

of binding liaisons reflect the communication semantics they support andthe computational mo
ypes of channels, reflecting the fact that there is amultiplicity of possible communication structy
ertheless, useful classes of binding liaisons may be standardized depending upon classes of app

pinding liaisons can specify the operation of multiway bindings and of complex bindings (e
stream interfaces of different types, and between operation interfaces and stream interfaces).
sons can be qualified by QoS assertions that further constrain their correct behaviour (e.g. to co

munication delay or end-to-end delay-jitter at a recipient interface). Where such QoS assertions al
bce and time at which QoS observations are made must a so be specified.

hannel
Epresents a concrete realization of a hinding liaison that enables interactions to occur between tar
S responsible for maintaining the guality of communication and distribution transparency of com

operation invocations and terminations, information flows, and signals. Their functionality and
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f the binding community include binding, unbinding, binding management, and event notification
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731

terface creation

Interface creation is a chain of actions that involves the creation of an interface and distribution of their interface
references to potential binding initiators.

732 Binding

Binding is a chain of actions, where the initiator adds a target to the binding liaison. If the binding liaison does not yet
exist, it is created. Theinitiator specifies the model of interaction (signal, stream, operation) and selects the binding type.
The binding liaison ensures that the interfaces are identifiable, conformant and that a channel either exists or can be
created between the objects.

Direct use of binding actions is called explicit binding. Explicit binding can be used for all interface types. In the case of
operation interfaces RM-ODP also specifies that binding can be implicit, in order to allow the use of notations that do
not provide for the expression of bind actions.
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There are two kinds of binding actions: primitive binding actions and compound binding actions. A primitive binding
action binds two computational objects directly. A compound binding action can be expressed in terms of primitive
binding actions linking two or more computational objects via a binding object. The presence of a binding object in a
computational binding gives the meansto express configuration and quality of service control.

In explicit binding, a control interface is created. This interface is the means by which binding management activities
occur.

7.3.3 Unbinding

Unbinding is a chain of actions, where the initiator removes a target object from the binding liaison. If the binding
liaison becomes empty, it may be deleted, depending on the defined behaviour of the binding.

The effect of deleting a binding liaison on the components of a channel is determined by the behaviour of the channel.

734 Binding management

Binding mjanagement provides the means to change the binding liaison and thus the internal configurjition of the
channel.

The control|interfaces of a channel provide functions including:

*| monitoring the use of the channel;

*| monitoring changes to the channel;

| authorizing changesto the channel;

*| changing the membership of the binding liaison;

| changing the pattern of communication enabled by the bindingHiaison;
| controlling and changing the quality of service in the binding liaison;
*| deleting the binding liaison as awhole;

| control of notification of errors that disrupt the’channel: this would allow specification of an|interface at
which the object invokes a notification opetation if failures disrupt the binding;

«| control of a dynamic multicast liaison, allowing the addition of new consumers and removal of existing
consumers.

Rebinding fnay be needed to restore a bound configuration after a failure. Rebinding is an internal management activity
of the bindihg channel.

7.35 Elent notification

Event notification is an activity..Of\ the channel object. It reports contract violations during communicgtion to the
communicging partners, and patentially to the controller.

Theinitiator determines the initial properties of the binding channel.
The controller role can be fulfilled jointly by multiple objects.
The channel enables interactions between engineering objects by:
e providing conversion of data carried by interactions over the channel;
«  applying controls to, and keeping records of , interactions over the channel;
«  providing conversion of protocol used in the interactions;
«  providing measurement and control of achieved quality of service;
e enabling migration and relocation of interfaces linked by the channel;

e enabling failure, persistence, replication and transaction transparencies.

8 ITU-T Rec. X.930 (1998 E)
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The channel may be able to reconfigure.

The objects participating in the binding enterprise community must establish policiesfor:
e distributing the interface references,
e quality and capability of abinding liaison;
e renegotiating and modifying a binding liaison; and

e destroying abinding liaison.

75 Rules

Therole of initiator for the various activitiesin 7.3 may be assumed by separate objects.

Only the channel within each binding
the help of the infrastructure.

All bindingk, even local interface bindings, can fail.

The numbef of simultaneous binding liaisons an interface can participate in is determined by thé-supporting [engineering
infrastructufe or by the behaviour of the object concerned.

The binding factory is obliged to check that the preconditions of a binding liaison are-fulfilled. The precanditions for
compound binding are that, for each formal role in the binding object template (i.e. ta_each place where an opject can be
bound):

«| the corresponding interface parameter must be of the same Kid (signal, stream or opergion) as the
interface template associated with the formal role in the binding object template;

| the corresponding interface parameter must be of complementary causdity to the interfgce template
associated with the formal role in the binding object template;

| the corresponding interface parameter must be.a stibtype of the signature type of the interface template
associated with the formal role in the binding ghject template;

o | theinterfaces have such quality of service properties available as the peers require; security requirements
are part of the quality of service attributes.

In the case pf binding of stream interfaces, the binding liaison may abstract from application specific stream gomposition
rules. To determine whether two stream interfaces can be bound, it must be guaranteed that the individugl flows are
compatible] The liaison may be responsiblefor the binding of two or more stream interfaces.

Channel miist invoke an event notification in case of failure. Failure means inability to behave according t¢ a contract.
Failuresto be naotified include breach, of quality of service agreements and breach of behaviour specifications

NOTE - Examples for stream management are included in Annex C.

8

Computatignaly{ binding process is an activity where the binding factory establishes a binding liaison between two or
more targef intérfaces, based on the information retrievable from the set of interface references and the|type of the
binding liaiSer:

nformation viewpoint

In the engineering description, the type of the binding liaison is captured as a binding type. A binding type can be

realized by various channel types, i.e., the binding type defines restrictions to the engineering of channels. Depending on

the system domain, a channel type can be associated with different channel templates. A binding factory can redlize a

channel by parametrizing a channel template with the interface references.
NOTE 1 — The practical negotiation protocols are performed on information contained in channel types. However, binding types
form a necessary abstraction level for creating a mapping between channel types at separate engineering domains, ly representin

restrictions on channel types. The actual channel instantiation process requires that the suitable channel templatésaare locate
each involved domain.

The agreements on behaviour within the binding liaison, e.g. QoS contracts and transparency support, are captured as a
binding contract. Interface references can only include information about the actual abilities of the objects they
represent, i.e. the environment contract of an object constrains the content of the interface reference. Once an object
becomes a member of a binding liaison, the binding contract reflecting that liaison becomes part of the environment
contract of that object.

ITU-T Rec. X.930 (1998 E) 9
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The information objects related to binding actions are hinding contracts, environment contracts, interface references,
binding types, and channel templates.

Theinformation view of the binding system comprises:
e aset of binding types,
e aset of channel templates,

e aset of objects, with environment contracts and interface references associated to them.

NOTE 2 — The set of binding types and the set of channel templates can be evolved dynamically via

administrative actions. However, those actions are not within the scope of this Recommehdation | International
Standard.
Figure 1 giyes an overview of the information view of the binding system.
- Corresponds
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Type Template
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satisfies Binding Channel
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Bipding Role
Contract
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Computational
Interface
is constrained represents
has ) )
Engineering
Interface
Computational
Object
has
is constrained ‘
Basic
Environment Engggeirtmg
Contract d
satisfies

T0731270-98/d01

Figure 1 — Information viewpoint overview
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8.1 Binding contract

A binding contract is established as a result of negotiation about the properties and capabilities of a particular binding
liaison. A binding contract captures the QoS agreement between the interfaces that are bound. The negotiation process
can be performed either by the binding factory or by other means outside the scope of this Recommendation |
International Standard.

NOTE 1 — The information of a binding contract can be captured either within interface references or referred to from interface
references. This Recommendation | International Standard does not specify the structure.

NOTE 2 — Various optimization scenarios presented in 9.4 imply separation of binding contract information (e.g. QoS) from the
interface reference.

NOTE 3 — In cases, where federation between computational objects is required, the negotiation process benefits fro an externa
structure that supports binding liaison renegotiation.

8.2 Ejnvironment contracts
Objects that wish to communicate must present their properties to the infrastructure so that the infrastructure is able to
bind them based on the available information. The advertised information is presented as intefface refergnces. Other
informatior| about the environment may be needed in later phases of channel creation. Thé concept of ¢nvironment
contractsis|introduced in ITU-T Rec. X.903 | ISO/IEC 10746-3.

Interface references are largely determined and restricted by the environment contractf the involved object.

The way anlenvironment contract is expressed will, in general, be determined as part of the detailed design of the system
providing the environment. Environment contract notation will not, therefore, be'Completely standardized.

8.3 Bjnding type

Binding tyfde specifies the rules for the binding liaison in regard-to:

roles of target objects required in the liaisony;
| interface types of the target objectsinvolved;
o | interface types of binding controller interfaces,

| required channel functionality, including selected aspects of distribution transparency, QoS |monitoring,
and security support;

| required behaviourin cases of failure of channel functionality.

84 Channd type

The channd type is‘corresponding to the binding type and expressed in engineering terms. A channel type gpecifies the
requested behaviour of the binding, expressed in terms of roles:

. the rnnlllirnrl channel fllhr‘ﬁnhn“f_\ll’ inPIllding selected aspects. of distribution transparency, QoS
monitoring, and security support;

e required behaviour in cases of failure of channel functionality.

8.5 Channel template

A channel template is a refinement of a channel type and contains sufficient information for channel instantiation. This
information specifies the configuration of stubs, binders, protocol objects, and interceptors, created during channel
establishment.

NOTE — A channel template can contain alternative configurations to be applied in selected circumstances. For example, if
communication paths are insecure, encrypting stubs might be required.

The channel creation process may be federated and heterogeneous, and subject to optimization (see 9.4).

ITU-T Rec. X.930 (1998 E) 11
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8.6 Interfacereferences

An interface reference is a structured identifier for an interface, containing or implying an interface type and sufficient
information to alow a binding to that interface to be established. The interface reference is established when the
interfaceis created and is used to instantiate a compatible channel structure to access the interface.

Interface references enable:

e the identification of an engineering object interface that is available for distributed binding; the
identification is based on engineering interface reference domains,

« abinding to be established to the engineering object interface that it identifies;
e thedetection and repair of distributed bindingsinvalidated by engineering object relocation;

e transformation to and from engineering interface references in other engineering interface reference
domains,

| support of groups; an interface reference may refer to agroup of engineering objects.

Interface reference contents must be considerably flexible, for example because:

| ODP computational objects may be at arbitrary levels of granularity which will effect thg binding of
interfaces to network addresses. For example in an RPC-based system each interface may haye a distinct
address. An object oriented database management system might associate-many (small) objett interfaces
with asingle network address.

| Different transparencies put different demands on the binding mechanisms and require different kinds of
information.

| ODP systems may involve interworking between~federated domains which use ihcompatible
representations of addresses; the interceptors which{link such domains may need to transform interface
references.

*| ODP systems may operate over a variety of dower level infrastructures which have aready| established
interface reference contents and binding procedures. ODP interface references must be able to "wrap"
such references without loss of information.

ODP objects have the potential to be relocated from one node to another, for example as part of object migfation, or as
part of objgct persistence. As a consequence, the network addresses associated with an object’s interfaces gre liable to
change. Infprmation in an interface reference:must be sufficient to enable the current network address of anlinterface to
be determirjed, and for interactions targeted at previous locations of the interface to be correctly redirected, [particularly
in afederatgd situation.

QoS relateq information of interface references include items such as:
| required transparency services;
| contracteoncerning level of security;

| contract concerning level of guaranteed resources;

o | \fimeliness;

e synchronization;
« failurerelated behaviour in cases of security, communication or resource failure;

»  required level of binding behaviour auditing.

8.6.1 General interpretation

Interface references are unambiguous identifiers for the interfaces they reference. The property of unambiguity arises
from the complete collection of information in the interface reference structure, rather than from any particular field or
fieldswithinit.

The amount of information embodied in an interface reference is potentially large. Direct encoding of thisinformation as
data may be inefficient. An alternative is to define procedures for aobjects to exchange short names for interface
references and call back for further information when it isrequired (see 8.6.5).
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In general, the representation of an interface reference is specific to an engineering domain, in which there is one
appropriate naming authority and binding is managed in a uniform way. Such a domain is called an interface reference
domain. Within such a domain, well-known interfaces (such as a trader interface or an interpreter for non-interpreted
references) can be referenced using alocal shorthand, although this must be expanded if the reference leaves the domain.

In general, any of the fields in the interface reference may need to be trandated to yield a different detailed
representations if the reference is passed across a domain boundary. Direct references may need to be converted to non-
interpreted references, or vice versa.

Errors or changes in system configuration which occur after the interface reference has been created may invalidate one
or more of the fields in the interface reference. Use of the relocator refreshes out-of-date fields.

8.6.2 Definition of structures

This subclause gives a conceptua description of interface reference contents. The suggested partitions are further
explained in 8.6.3. Information items denoted in this abstract description can be considered either as embedded in the
interface reference itself or as references for accessing the information.

<[nterf-ref> ::= <null> | <direct-reference> | <non-interpreted-referencer
<@irect-reference> .:= <interf-type><causality-info><channel -class><| ocation{info>
<rel ocation-info><group-info><securityxinfo><interf-QpS-info>
<additional-info>
non-interpreted-reference> ::= <interpreter-reference> <opagquetinfo>

/AN

AN

nterf-type> .:= <stream-interf-type> | <operational-interf-type>
8.6.3 Definition of fields

8631

nterfacetype

The interfage type may be represented by a type name specific taithe local interface reference domain, or by |an interface
reference td a type description.

Type description references take the form specified by dhe ITU-T Rec. X.960 | ISO/IEC 14769 Typel Repository
Function.

Thei nt er f|- t ype isthus represented either by:
a) aname; or

b] aninterface reference to atyperepository interface and an identifier for the interface type.

NOTE — The use of indirect interface type definitions stored in type repository allows the interface type definition

structures to be evolved. Thus, the information contents of stream interface references| operational interface
references, andisignal interface references may vary depending on the type system usgd. As the information
contents assaciated with interface references may evolve, also new functionality can be intfoduced to exploit that
information\(e.g. contract management of explicit bindings).

8.6.3.2 Clusality information

Each interfgce signature contains an indication of causality in respect to the interaction in which it participatgs. Causality
denotes thejrole that the interface playsin the interaction.

For exampl X causality of
producer or consumer is expressed separately for each flow. For asignal mterface the causality of |n|t|ator or responder
is expressed separately for each signal.

8.6.3.3 Channel class

The channel - cl ass field may be represented by a name specific to the local interface reference domain, or by an
interface reference to a template description.
NOTE — The channel templates can be stored in a distributed repository, where each repository can have a private, platform-

specific subtemplate. So the binding factory is able to derive a suitable subtemplate in each domain for the federatgdninstanti
process.

In either case, the di r ect - r ef er ence part identifies the channel template for the channel which is constructed when
binding to the interface. This information is needed to configure the remote end of the channel using equivalent stub,
binder and protocol objects. This information, together with the location of the interfaces to be bound, identifies the
supporting objects needed for the channel (e.g. interceptor).
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For channels depending on the group function, the channel template must contain sufficient information to identify the
corresponding group management policies.

The channd classisthus represented either by:
a aname, or

b) aninterface reference to atype repository interface and a definition identifier for the channel template.

8.6.3.4 Location information

Thel ocati on-i nf o field provides the necessary information for the construction of a binding to the location of the
interface at the time it was created. The information includes network and sufficiently unique node-specific addressing.
An interface reference may include a set of different pieces of addressing information, corresponding to different access
paths. Location information will, in general, be context sensitive, because of this association with possible access paths.

L ocation i nfermatien-ray-be-abbreviated-te-a-demat ce reference

to, and handlle for use at, a specific supporting object.

The format jof the location information will depend on the channel class in the interface reference.

Thelocatior) information is thus a set, each member of which isrepresented either by:
a) anetwork address and node specific addressing information; or

b] an interface reference to a supporting object and a handle in a form required by that supporting object.
The definition of this supporting object and its interface will be the subject of future standardization.

NOTE - The format of the location information is specific to the engineering domain concerned.

8.6.3.5 Rieocation information

The rel ocpti on-i nf o field identifies a relocator object which can“e queried if a binding involving the interface
reference fils, either during creation or subsequently. The relocation information is kept distinct from the location
informatior|, because the supporting objects involved are required to maintain different state informatign and play
different r¢les in the infrastructure. For example, the relecator is involved directly in object migration and
deactivatior/reactivation.

The relocatipn information is thus an interface reference o a supporting object. The definition of this supporting gbject and its
interface will be the subject of future standardization.

8.6.3.6 Group information

NOTE - This Recommendation | Interational Standard details only peer communication, but provides| also a framework for
further gxtensions on the area of group communication. Thisgtesup- i nf o is reserved for further standardization.

8.6.3.7 Skcurity information
NOTE —{ The format of the(Security information and security mechanism will be the subject of future standaidization.

8.6.3.8

nterface quality of serviceinformation

The interfage QoS.ihfermation captures information about the (potential) quality of service agreement associ gted with an
interface. Fpr the interpretation of the information, also the information structure (type description) need to|be included
or referred.

Thei nt er f - QoS information can be expressed either as:
e direct attribute values; or

* QoS conformance statements.

The use of QoS conformance statements may require that the binding liaison behaviour contain capabilities for
negotiating the QoS level, monitoring the actually reached QoS and adaptation to changed behaviour of the supporting
environment.

NOTE 1 — The format of the quality of service information, together with the negotiation and monitoring mechanisms involved,
will be the subject of future standardization.

NOTE 2 — The QoS negotiation, monitoring and binding adaptation processes are being studied in the project on QoS in ODP.

NOTE 3 — The QoS monitoring and (re)negotiation processes may require prescription of some QoS information items that are
not part of the interface binding process. For instance, the roles played by the interfaces in the QoS negotiation presss may
to be stored. Such aspects are outside the scope of this Recommendation | International Standard.

14 ITU-T Rec. X.930 (1998 E)


https://iecnorm.com/api/?name=c863cff3c7722b89463b070ad77786b1

ISO/IEC 14753 : 1999 (E)

The appropriate of QoS information type may depend on the interface type.
NOTE 4 — The QoS type information and the QoS attribute type information can be stored to a type repository. The attribute
identification scheme can be supported by an appropriate naming facility.

8.6.3.9 Additional infor mation

The addi ti onal -i nf o is manipulated by functions not directly related to binding, such as the engineering interface
reference tracking function.

NOTE - The format of the additional information will be the subject of future standardization as and when necessary. Sfme kind
tagged structure will be required to support the requirements of a variety of additional functions.

8.6.3.10 Non-interpreted reference

The non-i nterpreted-reference isused in systems crossing different interface reference domains where different
naming policies apply (e.0. CORBA object reference versus ANSA interface reference).

Aninterprefer may return adirect identifier or another reference that needs to be interpreted.

8.6.3.11 Interpreter reference

The interpreter-reference field identifies an object able to replace the opaque-info.part of a nondinterpreted-
reference wWith a new reference. This new reference can either be a direct reference, of~a reference neefling further
interpretat;]n (e.g. atrandator object that is able to convert a CORBA object reference to an ANSA interfacereference).

Thisformat]is provided to allow the federation of different interface reference domains.

The interpreter reference can be represented as a domain-specific shorthandy. representing a full referencg held by a
capsule or jode manager.

The interpreter reference isthus an interface reference to an interpreter interface of type Binding I nterpreter::interpreter.

Theinterpréter interfaceis further described in Annex B.

8.6.3.12 OQpaqueinformation

The format |of the opaque- i nf o is not standardized,-as'it is defined by the non-interpreted reference interpreter for the
domain it cpntrols. Objects other than the interpreter do not need to analyse this format.

8.6.4 Slructuring interface types
Interface types fall in three categories: stream interfaces, operational interfaces and signal interfaces.

This Recommendation | International *Standard presents the engineering interface references for the opefational and
stream inteffaces. When eithercoperational or stream interface structures are refined to signal interfaces, the interface
references {or the resulting signa interface must capture the same information as the operational or stregm interface
reference, gthough the technical representation of that information may differ.

The structugal descriptions are conceptual. The suggested partitions are for further study.

8.6.41 Sream.interfaces

Abstract de
<stream-interf-type> ::= <stream-interf-ref-name> { <flow-description>} *
<flow-description> .= <flow-type> <flow-QoS-info>
<flow-type> ::= <flow-name><flow-behaviour>

The set of flow descriptions contains information about each flow in the stream interface that reflects the
computational stream interface specification. It describes the name of the flow and type of the flow, which can be for
instance an audio or video protocol, and the associated QoS characteristics of the flow.

Thef | owt ype information is needed to determine whether two flows can be bound.

Thef | ow QoS- i nf o captures information about the (potential) quality of service agreement associated with a flow. For
the interpretation of the information, also the information structure (type description) need to be included or referred.
The flow QoS information can be expressed either as direct attribute values or QoS conformance statements.
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The flow QoS information can be used for the provision of QoS contract negotiation and monitoring of flow behaviour.
The use of flow QoS conformance statements may require that the channel supporting the flow contains objects for
monitoring the actually reached QoS and adaptation to changed behaviour of the supporting environment.

The appropriate of flow QoS information type depend on the i nt er - QoS- t ype and thef | ow-t ype.
NOTE 1 — Both the flow-type structure and the flow-QoS-info structure are subjects of further study.
NOTE 2 — The format of the quality of service information for the flows, together with the negotiation and monitoring

mechanisms involved, will be the subject of future standardization. The QoS negotiation, monitoring and binding adaptation
processes have been described in QoS in ODP.

8.6.4.2 Operational interfaces

Abstract description (based on the RM-ODP suggested partitioning in ITU-T Rec. X.903 | ISO/IEC 10476-3);

<pperational-interf-type> ::= <operational-interf-ref-name>{ <operation-description>}+
<pperation-description> ::= <operation-type><oper-QoS-info>

<pperation-type> ::= <operation-name><operation-kind>

<pperation-kind> ::= <announcement> | <interrogation>

<@nnouncement> ::= <invocati on-type><operation-behaviour>

<[nterrogation> ::= <invocati on-type><operation=behaviour>{ <termination-typep} +

The set of joper ati on-descri ptions contains information about, each operation in the interface that |reflects the
computational operational interface specification. It describes the name of the operation and kind of the opergtion, which
can be anndquncement or interrogation, and the associated operation QoS characteristics.

The operak i on-type information is needed to determine whether an offered operation can provide the requested
operation. The type information can be stored to a typerepository and the name information supported by an|appropriate
naming facility.

The oper-|QS-info can be used for the provision of QoS contract negotiation and monitoring acfjvities. The
operation-behaviour can include both functional and non-functional aspects, thus supporting monitoring. The QoS type
informatior| and the QoS attribute type information can be stored to a type repository. The attribute identificgtion scheme
can be supgorted by an appropriate ,naming facility.

NOTE 1]— The oper-QoS-info stfucture is subject of further study.

NOTE 3 — The format 'of the quality of service information for the operations, together with the negotiption and monitoring
mechan|sms involved) Will be the subject of future standardization.

8.6.5

Py

educing.the size of the interface reference representation

If the contert-ef-an-Haterfacereference-becemestoetargefor-convenient-sterage-ertransmission-theraH-ef part of the
content can be held in a repository and replaced in the interface reference by a small key which can be used to access
that content from the repository when required. The objects passing such interface references must have some other
means of determining the repository at which the content is held. For example, in some systems, this might be some

well-known interface.

8.7 Schemata

8.7.1 Invariant schemata
Types and templ ates are immutabl e once defined.

Theinterface role in a binding does not change during the lifetime of the binding.
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Interface identity does not change once the interface is created.
Interface type does not change during the lifetime of the interface.

Interface reference is valid only as long as the referenced interface exists. Interface reference references only one
interface during itslifetime.

8.7.2 Static schemata

Static schemata are implicit in the various object templates, i.e. the initial state of each object is determined by its
template.

8.7.3 Dynamic schemata

Binding contracts can be created during negotiation and establishment of a binding liaison. The termination of a binding
liaision causes destruction of the binding contract. Binding contracts can be modified as a result of a binding

managemerft activity. As a consequence of changes in binding contracts, the corresponding channel configuration can
change.

Interface references are created prior to binding establishment. A binding liaison becomes invalid.if amemliper interface
or an interfpce reference to a member interface becomes unaccessible. However, interface refefences may pe modified
during theif lifetime as result of interface relocation, or other incidents requiring liaison renegotiation or [channel re-
establishment.

9 Jomputational Viewpoint

This clause|focuses on a computational viewpoint description of the engineering binding mechanism.

The objectiye of binding isto establish a channel between engineering-ebjects, possibly in different clusters. [The binding
process can|be distributed and recursive.

The binding process is obliged to select the interfaces. Therefore the binding initiator needs to identify t

references
standard. (
Rec. X.903

The nucleu
and initializ

pefore initiating the binding protocol. The mechanism of obtaining the references is not prescr

| ISO/IEC 10746-3.

5 is involved in this process, so as to make the reference unambiguous, and sufficient resources &
ed for the engineering objects inthat node to participate in bindings if asked to do so. The

he interface
bed by this

reation of interface references is supported‘by the node management functions prescribedl in ITU-T

Ire allocated
brocess also

involves biinders, protocol objects, nucleus-objects, interceptors and the relocation function. Consequently future
standardization requires additional presetiption of these components beyond that included in ITU-T Rec. X.903 |
ISO/IEC 1(746-3.

Since configuration is dynamic #1"ODP systems an important aspect of interface binding is fault tolerance apd detection
of inconsistencies including subtype mismatches.

9.1 Computational activities related to binding

Activities r¢lated-tobinding and interface reference management that are within the scope of this specificatiop include:

struction of

binding establishment, including roles and type checking, identifying of locations, con

channel's, Instantration or objects, and primitive bindings or rterfaces, and

channel establishment.

Activities related to binding and interface reference management that are not within the scope of this specification

include:

binding termination;

channel deletion;

creation of interface references;
deletion of interface references;
transfer of interface references; and

comparison of interface references.
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A channel enables interactions between engineering objects. In doing thisit can also:
e provide data conversion carried by interactions over the channel;
e apply controlsto, and keep records of, interactions over the channel;
e provide protocol conversion used in the interactions;
*  provide measurement and control of achieved quality of service;
e enable migration and relocation of interfaces linked by the channel;

e enablefailure, persistence, replication and transaction transparencies.

92 Binding establishment

The binding protocol provides an abstract description of the main phases in establishing a channel befween interfaces.
This protocpl specifies a case where the interfaces to be bound are within a single domain. A case where the interfaces
reside at diffferent domainsis discussed in clause 10.

The binding protocol is parametrized by factory objects that are responsible for instantiating‘channels of g given type.
The protogol assumes the existence, for each interface in the system, of a specia primitiveBind operation. A
primitiveBipd operation "primitively binds' adjacent interfaces, i.e. corresponds. to the primitive binding action
described in the RM-ODP computational model and essentially provides a (local) reference for a binding object
interface.

921 Nlotations

We introduge the following notationsin order to describe the protocol:

| Cisthe object that requests the creation of the binding liaison;

. Aj are interfaces to be bound using a binding.object of agiven type T;

| Bisachanne of type T created to support the binding;

«| BFisthebinding factory responsible for instantiating B;

*| Bjistheinterfacein B adjacent to A; (i.e. that is to be locally bound to A)).
The corresgondence of these objects to'those in other viewpoints are as follows:

| Cisaninitiator;

| binding ebject is related to the enterprise roles of a binding liaison, and the information viewpoint
conceptsof abinding type and a binding contract;

| otherrelationships are denoted by using the same terms.

9.2.2 Binding protocol

The protocol comprises the following main steps (see Figure 2):
1) C asksBF for the creation of achannel. In its request, C passes to BF the set of A; interfaces to be bound.
The channd structureis derived by the set of A; references and channel template.
2) BFinstantiates a channel B with atype conformant interfaces B; in the right nodes. This includes creation

or alocation of supporting object at the locations identified.

3) Once B has been created, the binding factory primitively binds all pairs (A;, B;) of adjacent interfaces, at
the locations identified by calling the primitiveBind operation.

4) If the previous steps completed successfully, BF returnsto C the references of control interfaces Cl on the
channel. Otherwise it returns an error termination.
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Figure 2 — Binding protocol

Step 1) invokes a "bind" operation on the factory BF. The invocation parameters depend on|the binding
type. Typically, they include references for the interfages to bind and quality of service paramgters for the
requested binding. Invocation parameters may include” other specific binding-specific pargmeters, for
example those required to perform access conttel This step can only be performed if the types of
interfaces to be bound conform to the types declared for each role in the binding type definition.

Step 2) creates a distributed object. A Hinding factory is typicaly distributed over several nodes. For a
given interface Aj, the fragment of the-binding factory BF collocated with Aj is called the Igcal binding
factory LBF. The creation of B isperformed in cooperation of several LBF;, and includes:

*  locating interfaces Aj;

»  for each interface Bj, creating a supporting stub, and setting up appropriate communicatiT? resources
(e.g. transpart connections). A stub at least encapsulates the marshalling and unmarshalling of signal
(operatioh, frames) parameters.

Inthis framework, the instantiation of a channel can be implemented as a distributed applidation, using
e.g. standard operation interfaces and operation invocations. The binding protocol can thug be applied

roe a2 durina tha nct n_of o chonnAl Lo _nartionl~ar  fodaratad oot

FesuFSHely—euFg—the ...\.m.t.at:c.. SF—a—ehaRRek—HA—paFtieHtor—ederaten—Sy Slems—pre ab-ly. need
interceptors to be included into the channel. Binding more than two targets may require renegotiation of
channel templates.

Step 3) need not involve the binding factory. Instead, it can be completed later by C, or any client of the
binding liaison control interfaces, provided the latter provide appropriate operations to initiate the
primitiveBind calls.

NOTE 1 — At Step 2), creation of the supporting objects may involve negotiation between the different locations.
At this point further bindings may (recursively) be called for.

NOTE 2 — Step 2) may involve the creation of interceptors.
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9.3 Channel establishment

Channel establishment requires the creation of appropriate stubs, binders, protocol objects and interceptors. Channel
establishment is parameterized by a channel template and a set of interface references each assigned to a particular role
in the channel template. The channel template must be compatible with the channel types nominated by the engineering
interface references for the interfaces to be bound. The nucleus for each object to be bound creates a configuration of
stubs, binders and protocol objects at its node to support the interfaces of that object being bound. This includes
configuration of their control interfaces. The protocol objects that support the channel are connected (possibly via
interceptors) at their communication interfaces. The selection and configuration of stubs, binders, protocol objects and
interceptors is determined by the channel template and channel types of the interface references involved. Each basic
engineering object bound by the channel is assigned a binding endpoint identifier for each interface it has to the channel.
Binding endpoint identifiers are used by basic engineering object to nominate at which of their interfaces a distributed
interaction isto occur.
NOTE 1 — Any engineering object can establish a channel irrespective of whether or not the object has an interfaceethat is to b
bound by the channel
NOTE 2]— A basic engineering object initiating a distributed binding requires a set of interface referencés:
in any of the following ways:
a) onlinitialization of the object;
b)  bylinteraction between the initiating object and the nucleus as part of the instantiation of the-initiating

c) thnough some chain of interactions with the other objects concerned (e.g. by parameter passing or trg

These magde obtai

pbjectesinterfac
ding).
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al case, the binding process uses the interface references and binding type to determine the strd
then to create the channel. However, a number of optimizations catyarise.
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protocol ob
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Since infornation about an interface is input ta.the binding process to determine the channel structure, any ¢l

interfaces (
complete reg
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Therefore,
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hterface is created, the nucleus might create these objects immediately, so that binding process

. In many systems, the local stub and binder objectsrare produced during the compile-link pro
lable. Similarly, many systems support only a fixed set of communications protocols and the co
ects are always available for use and need only_minor initialization/configuration during the bind

e-binding

P.g. relocation) invalidates that ¢hannel structure, requiring the destruction of the origina ch
configuration and re-construction of a new channel. However, in many cases, much of the conf
channel (interfaces, objects;and bindings) will be identical to that required by the new channel.

lvhen re-binding, many-systems might first attempt to repair the channel rather than the mor
pf destruction and re-construction. For example, a channel with arelocated interface can be repair

cture of the

5es, the nature of the interface permits only one possible choice of local stub, binder, and protiocol object.

Can proceed
bess and are
rresponding
Ng process.

hange to the
bnnel and a
iguration of

b expensive
bd by:

«| remova of unwanted components (stub, binder, and protocol object at the relocated interfacg's previous

location);

«| creation of new components (stub, binder, and protocol object at the relocated interfage’s new location);

replacing bindings to unwanted components by bindings to new components;

minor reconfiguration or ongoing components.

Similar optimizations can often be performed when other aspects of a channel change, e.g. changes to the supporting
objects or local bindings.
NOTE - Although channel "repairs" can be locally efficient, the overall channel structure might not be as optimal as a complete
re-construction. For example, if the interface was relocated from a node which only provided an inefficient communication
protocol to a node which supported an efficient communication protocol (suitable to the other interfaces in the bindag), then
repair would probably continue to use the inefficient protocol whereas the re-construction would select the efficient protocol.

9.4.3 Use of recursive binding

When planning of resource allocation for a channel, a set of decisions is needed which balances efficiency with the
flexibility which arises from the separation of management responsibility. The use of recursive binding alows the
separation of resource management and resource policies into distinct engineering domains. However, this separation
may result in a lack of global optimization which might be overcome by collecting all necessary information and
centralising the allocation decisions.
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For example, a binding may require that there is a limit on the delay between the endpoints. If the binding is performed
recursively, arbitrary targets must be given to each segment; if al information is available at one location, a rational
latency budget can be designed.

9.4.4 Elimination of unnecessary channel components

Due to the recursive nature of the binding process, it might be possible that the resulting channel structure contains
redundant objects and bindings. For example, some objects might merely pass interactions between another pair of
objects. Such object could be eliminated by directly binding the other pair of objects.

Similarly, an object might exist to implement a multicast interaction over several separate bindings using a simple peer-
to-peer protocol. If there was a multicast protocol, then the object and the individual bindings could be replaced by a
single binding using the multicast protocol.

possible to
and other
informatior| about the expected behaviour of stubs, binders and protocol objects within the channel, which i$ needed for
a subsequeft binding to succeed. It is also the starting point for calling upon the functions ‘néeded to handle errors;
knowledge pf an interface reference makes it possible to contact an appropriate rel ocator.

This does npt imply, however, that the information is all encoded as part of the interface feference; to do so [might make
it a very big item to manipulate. Architecturally there should be some presetiption for obtaining the necessary
informatior], starting from the interface reference, but the exact prescription, intexms of decoding and inquiry from other
engineering objects, can be chosen differently in different system designs.

9.6 Skcurity

The security aspects of binding will be subject for further standardization in ODP security framework standarid.

9.7 Fpilures

This subclause identifies cases where (for implementation specific reasons) the postconditions of dynamic sthemata are
not reached|although the transition has been started from avalid precondition state.

The followilng failures are identified:

«| failure to create a binding object because a hinding liaison is not successfully established, due to an
inability to match QoS constraints or to satisfy security requirements;

o| failure to deletesa’ binding object because a binding liaison is not consistently terminatel in all the
involved domains;

«| failuretdocreate a binding object because a channel cannot be created between objects, due to problemsin
resource’allocation, creation mechanisms, etc.

| Aailures in comparison of interface references, for example, because of security reasons off failures of
interpretation;

« failuresto transfer interface references.

9.8 Functions

Interface references and binding activities are supported by several ODP functions:

¢ Node management functions support creation of interface references and resource allocation for channel
instantiation, and participates in the federated binding factory activities.

e Therelocation function is involved when a binding fails, when an objects migrates, or when objects are
deactivated and reactivated. In such cases, the relocation function offers new interface reference
information for old, and support reconfiguration of channels.

e Cluster management functions participates in the binding factory activities.
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The control

Checkpoint and recovery functions support persistency of bindings in failure situations, in particular in
recursive binding activities.

Deactivation and reactivation function support persistency of bindings in situations where the objects are
deactivate and reactivated, potentially because of relocation.

Migration function supports re-binding after object migration.

Engineering interface reference tracking function monitors the existence and the transfer of interface
references.

interface of the binding liaison provides the means to manage stubs and binders in different nodes. A

channel controller object can be used for dispatching of the control operations. The communication between the channel

controller o
engineering

10 =
The domain
managemen
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governing that interworking.

bj ect and the stub and binder objects tak% place through channels established for th|s purpose Supporting
. channels.

eder ation

s concerned in a federation may be administrative domains (each subject, for example, to particulg security or
b controls) or technology domains (each subject, for example, to common choices of system hardware or
ederation involves specification of the objectives for interworking between.different domains and of| the policies
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Lit impacting
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f administrative domains relates to interworking between domains in the same or different enterprise
ing, integration or partitioning of resources and applications across-different systems and locations ir
ederation of technology domains is concerned with integration-of different system architectures, an
t resources and different performance; it provides modularity that allows incremental growth witho|
ications. The two kinds of federation often coincide, since differencesin administration can lead to d

hnology.

ministrative domains, either or both administrations may wish to impose their own access contrpls for such
security, accounting, and monitoring, in addition to controls imposed by the objects themsalves. Administrative

e a'so the points where changes of management responsibility take place for such things as resourge dlocation
ility guarantees. As aresult, enginegfing interceptors are often placed at domain boundaries to police the various
 policies.

insfer of interface references-(during computational interactions) and the binding process must talde the above

federation igsues into account.

Autonomy ¢f administrative domains also alows independent evolution of environment contracts at each domain, reflecting
to interface references and.binding contracts. Such environments require the use of special binding types that arfe capable of
dynamicallyl maintaining the binding liaison.

101 T

ransfer of interfacereferences

The information about interfaces needed to allow binding may have to be passed across one or more federation boundaries on
the path from the object which supports the interface to the object which initiates the binding. In such cases, federation of
different domains may require trandation between different interface reference formats or different naming environments.

Any necessary trandation can be made when adomain boundary is crossed, so that either:

a)

b)

avalid direct reference is produced in the destination domain; or

a non-interpreted reference is produced, which contains a reference to an interpreter which accesses the
functions associated with federation, taking some 'opaque_i nf o’ and returning a more appropriate
reference; the opague information may encapsulatethe di r ect _r ef er ence format of aforeign domain.

In either case, the trandation may produce a result which contains all the necessary information needed to perform binding, or
it may produce aresult which references some piece of persistent state held by, for example, an interceptor.
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Combinations of these choices lead to different policies and different associated interception strategies, such as deferred
resolution, or aleave-and-forward strategy (see, for example, ANSA APM.1514.01) which associate different semantics with
the components of the interface reference’s structure. Some of the issues involved are introduced in the next subclause.

NOTE — The trading function (see ITU-T Rec. X.950 | ISO/IEC 13235-1) can be used for transferring interface references across
federation boundaries.

10.2 Name resolution and locating the endpoints of the binding

Oncethe object which isto initiate abinding has collected al the necessary interface references, it submits them to the binding
factory as part of the binding action. The factory then has to locate the various interfaces involved (i.e. locate the endpoints of
the corresponding communication path). It may locate the interfaces as an initial phase, or it may do so in paralel with the
allocation of resources for communication.

The name resolution process is compliant with that described in the ODP Naming Framework, ITU-T Rec. X.910 |
ISO/NEC 14774 withT:

al thenamed entities being of type "ODP interface”;
b] the behaviour being binding creation;

c) theinformation elements which are context-relative names being interface references and guch of their
components are either themselves interface references or name types or templates; the naming contexts at
each step are associated with objects either sending or receiving interfacereferences;

d] the action associated with name resolution prepares a communicationvpath to be used by the binding,
either by returning sufficient addressing information to create the path, or by creating and linkjng together
segments of the path so that communication is possible immediately.

If domains [limit thelr involvement with others to federation agreements/which smply name the agreement jand identify
suitable intgreeptors, then the resolution of a non-interpreted reference invalves re-tracing the path by which it wies originally
obtained. If| the domains share knowledge of a broader interdomain topology, larger scale optimization gnd aternate
interdomainfrouting become possible.

Another tragle-off to be considered in deciding on a policy for. the management of interface references is whethg the foreign
form creategl on entry to a domain should encapsulate the previous local form or whether an identifier for a copy held in a
repository should be issued. If the encapsulation is used;the resulting reference may be bulky, but some other interpreter in
another dorain can interpret the resulting reference™f an identifier for it is issued, the resulting reference ¢an be quite
compact, bt at the cost of requiring an access tg the repository if a direct reference is to be regenerated, and an gbligation on
the repository to maintain the recorded state, withattendant garbage collection problems. Which option is chosenwill depend
on the expegted traffic patterns and on security policies.

Another fagor which will influence the approach chosen is the estimated likelihood of change to the federation|agreements,
since such |changes may invalidate\reference which depend on a path between domains. The complexity |of recovery
mechanismg in such cases will need to be considered.

10.3 Constructien-of the binding and resour ce allocation

Given the Ipcationsefs-the set of interfaces and information about the communication paths to them, it is possible for the
binding factpry,to.determine whether the requested binding is possible and to identify the resources needed to support it. This
will, in gererdy/involve negotiation in each of the domains involved in a federation. Since this process requires local
knowledge from each domain, it may be performed by subdivision into anumber of localized activities.

In order to carry out the negotiations between domains, the binding factories involved must be aready linked by a suitable
binding. This initial binding is created as part of the agreement to federate the domains. The means to establish such an
agreement are outside the scope of this Recommendation | International Standard.

The binding process can therefore involve cooperation between a number of federated binding factoriesto provide:

a) forwarding of the binding request to the most appropriate factory to develop a high-level communication
and interception plan for the binding (a channel-structure plan, or template); this will involve the creation
of a plan for the satisfaction of quality of service requirements and identification of necessary points of
observation and control to manage quality of service;

b) interaction between this coordinating factory and factories in each of the other domains to determine the
availability of resources in each domain to support the binding. This may involve some iteration to
achieve aviable binding plan;
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¢) requests by the coordinating factory to factories in other domains for the creation of a number of
subbindings and interceptor activations or creations to achieve the desired binding;

d) creation of control interfaces to each component involved and associated bindings to support the binding
control interface whose interface reference will be returned to the binding initiator;

€) initiaization of the pathsinvolved in the binding and return of the result to the initiator.

Each of the factories involved in the creation of parts of the binding may itsdf construct a binding plan and delegate its
execution to smaller scale factories in its subdomains. In smple cases, some of the above steps may betrivial. Since, for some
network technologies, the availability of resources and expected quality may not be decidable until path creation is attempted,
there may be a need for some backtracking and recovery during the binding process.

11 Compliance

This Recorpmendation | International Standard can be related to other, less abstract, specifications:in| two ways,
described a$ follows:

a) Existing standards which define interface references or binding templates that have’a compat|ble binding
model and the properties necessary for them to take part in federations of“the’kind defiped by this
Recommendation | International Standard are said to be "consistent” with the*ODP interface references
and binding framework, even though they do not themselves reference this Recominendation |
International Standard.

b] ODP standards which contain a reference to this Recommendation)| International Standard]in order to
define the properties of their binding templates are said tosbe’"compliant" with the ODP interface
references and binding framework. Such standards are expected to define the relationship of their
specification to the interface references and binding framework, as documented in the following clauses.

NOTE — When a consistent standard becomes ;supplemented with compliance statements, it is considered to
become compliant as well. All compliant standards are also consistent.

Binding relpted activities seldom occur in isolation. Subclause 9.2 has described binding process in terms of a series of
binding relgted actions, terminated by a channel instantiation-and primitive bindings. In many practical casgs, however,
the binding|actions a so have other effects, such as allocation of resources.

A standard pomplying with this framework shall de¢lare:

a) what types of interface referencesare defined in the standard;

b] what behaviour defined in‘the'standard requires binding related actions;
c) what aretheinformation elements forming the interface reference;

d] what actionsin thestandard are performed in the association with binding;

€] what refereneepoints are needed to identify points of observation and control of quality of seryice;

f)] what quality of service control methods and mechanisms are required by the standard.
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