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International Standard ISO/IEC 14165-241 consists of three distinct Fibre Channel mappings as

specified in Clause 1.

Figure 1 illustrates the major components of the FC-BB-2 specification and its relationship to IETF
draft-ietf-ips-fcovertcpip-12 (FCIP) and the ATM Forum / ITU-T standards. Table 1 shows the
organization of this document. FC-BB-2_IP, FC-BB-2_ATM and FC-BB-2_SONET do not

11

INTRODUCTION

interoperate in any way and are independent specifications.

FC-BB-Z_ATM T SONET

B_Port Interface

SONET Encapsulation
SR/SFC Flow Control

|
|
|
|
| Native FC over ATM and
|
|
|
|

L - - —

ATM Forum / ITU-T

ATM / SONET Protocols

N

ATM / SONET WAN Links

_ — = — — — — — — 4

CSM
Conn. Mgmt.
PMM
Discovery
SNTP
SNMP
Security

Fe-BB-2—1P

~ EPot E__Po_ri/F_Po_rt ______
B_Port Interface E_Port Interface

I [

FC Entity SW Element
B_Access Routing
FC Entity
VE_Port
FCIP (IETF)
ECIP Entity

Encapsulate FC frame
Security (IPSec)

TCP / IP Protocol

IP Network

Figure)1 — Scope and components of FC-BB-2 specification

FC-BB-2 is divided into 16 clauses and 3 annexes as follows:

Clause1\~Scope

Clause 2 - Normative references

Crause 3= Definitions, abbreviations and converntions

Clause 4 - FC-BB-2 reference models and requirements

Clause 5 - Messages and formats for the ATM and SONET mappings

Clause 6 - Flow control protocols used in conjunction with ATM and SONET mappings
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Clause 7 - FC-BB-2_ATM model structure
Clause 8 - Mapping and message encapsulation used with ATM mapping
Clause 9 - FC-BB-2_ATM service considerations
Clause 10 - FC-BB-2_SONET model structure
Clause 11 - Mapping and message encapsulation used with SONET mapping
Clause 12 - FC-BB-2_SONET service considerations

Clause 13 - FC-BB-2_IP model structure

Clapise 14 - Mapping and message encapsulation used with TCP/IP mapping
Clayuse 15 - FC-BB-2_IP protocol procedures

Clapse 16 - FC-BB-2_IP service considerations

Anrjex A (normative) - Encoded SOF and EOF ordered sets

Anrjex B (informative) - ATM traffic Management and signalling

Anrlex C (informative) - SR protocol parameter guidelines and state diagram

Table 1 — FC-BB-2 Organization

Specification Type Applica::ang(a;usses L
FC-BB-2_ATM, FC-BB-2_SONET, FC-BB-2:IP 1-4
FC-BB-2_ATM, FC-BB-2_SONET 5,6
FC-BB-2_ATM 7,8,9 Annexes A, B, C
FC-BB-2_SONET 10, 11, 12 Annexes A, C
FC-BB-2_IP 13, 14, 15, 16 Annex A
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INFORMATION TECHNOLOGY -
FIBRE CHANNEL -

PART 241: Backbone 2 (FC-BB-2)

Scope

This part of ISO/IEC 14165 defines mappings for transporting Fibre Channel frames across

ATN

This
folld

The

of the underlying backbone network. Mappings of fibre channel to ATM and SONET

con

Fibge Channel over TCP/IP specifications together describe”how Fibre Channel frames

tran
cha
usirn
enc

2

The
For

of the referenced document (including any amendments) applies.

2.1
(1]

(2]

A-SONETardTFCRAR backbeonre-networke6rr—m— — —

part of ISO/IEC 14165 consists of three distinct Fibre Channel mappings resulting’in
wing three specifications:

- FC-BB-2_ATM (FC over ATM backbone network)
- FC-BB-2_SONET (FC over SONET backbone network)
- FC-BB-2_IP (FC over TPC/IP backbone network)

backbone mappings support the attachment of fibre channel(switches using the facil
pletely specified in this FC-BB-2 standard. With respectto-TCP/IP, the FC-BB-2 and |

sported over a TCP/IP backbone. The FC-BB-2 standard describes the Fibre Cha
Facteristics associated with the encapsulation andtransportation of Fibre Channel fra
g Fibre Channel over TCP/IP. The IETF specifications provide details regarding
hpsulation and transportation of Fibre Channel frames over a TCP/IP backbone.

Normative references

following referenced documentsiare indispensable for the application of this docum
dated references, only the edition cited applies. For undated references, the latest ed

Approved references

ISO/IEC 8802-2, Information technology — Telecommunications and information excha
between systems)— Local and metropolitan area networks — Specific requiremen
Part 2: Logicallink control

ISO/IEC~14165-131, Information technology — Fibre Channel — Part 131: Switch Fa
requirements (FC-SW-3)

(3]

the

ties
are
ETF
are
hnel
mes
the

ent.
tion

nge
S -—

bric

ISO/IEC 14165-241, Information technology — Fibre Channel — Part 241: Backbon

(4]

(5]

2.2

(FC-BB-2) [the present publication]

ISO/IEC 14165-251, Information technology — Fibre Channel — Part 251: Framing
Signaling (FC-FS)

and

ITU-T Recommendation X.25-1997, Interface between Data Terminal Equipment (DTE)

and Data Circuit-Terminating equipment (DCE) for terminals operating in the packet m
and connected to public data networks by dedicated circuit, X.25-1997

Other references

ode

For information on the current status of the listed documents, or regarding availability, contact

the

relevant organization.
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[6] T11/Project 1570D/Rev. x.x, Information Technology - Fibre Channel - Security Protocol

(FC-SP)
[7]1 |ETF draft-ietf-ips-fcovertcpip-12.txt, Fibre Channel Over TCP/IP (FCIP), August 2002
[8] [IETF draft-ietf-ips-fcip-slp-04.txt, Finding FCIP Entities Using SLP, September 2002
[9] [IETF draft-ietf-ips-fcencapsulation-08.txt, FC frame Encapsulation, May 2002
[10] IETF RFC 1619, PPP over SONET/SDH, May 1994.
[11] IETF RFC 1662, PPP in HDLC-like Framing, July 1994.

[12] IETF RFC 2030, Simple Network Time Protocol (SNTP) Version 4 for IPv4, IPv6 and OSI, Octo-

ber 1996

3 |Definitions and Conventions

3.1| Common Defintions
3.11 BBW: Refers to either FC-BB-2_ATM or FC-BB-2_SONET device

3.12 B_Port: A Bridge port on a device that implements FC-BB-2_ATM, FE-BB-2_SONET, or F|
BB-2_IP and connects to a FC switch on an E_Port

3.1)3 B_Port_Name: A Name_ldentifier that identifies a B_Port far identification purposes. T
format of the name is specified in FC-FS. Each B_Port provides an;unique B_Port_Name within t
Fabfric.

BSW: Defined in FC-SW-3 and used as a generic term for a Backbone Switch

Fabric_Name: A Name_ldentifier associated with a Fabric.

F_Port: As defined in FC-SW-3, a F_Port is a port to which non-loop N_Ports are attached
bric, and does not include FL_Ports.

3.1)9 F_Port_Name: AiName_ldentifier that identifies a F_Port for identification purposes. T
format of the name is(Specified in FC-FS. Each F_Port provides an unique F_Port_Name within t
Fabfric.

3.1[10 Fabricinitialization: A process for configuring and building a Fabric, as defined in FC-S
3.

3.1111, (FC-BB-2_ATM: A physical ATM WAN interface specification that interfaces with Fib

C-

ne

-

Chgnnélswitched network on one side and ATM on the other.

3.1.12 FC-BB-2_SONET: A SONET/SDH WAN interface specification that interfaces with Fibre

Channel switched network on one side and SONET/SDH on the other.

3.1.13 FC-BB-2_IP: A logical specification that interfaces with Fibre Channel switched network on

one side and IP on the other.
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3.1.14 FC_Port: A port transmitting or receiving FC frames. FC_Ports include N_Ports, F_Ports, E_
Ports, B_Ports, VE_Ports, and B_Access.

3.1.15 Fibre Channel Backbone Link: Defined to be any Fibre Channel Inter-switch Link over non
Fibre Channel transport. In FC-BB-2, this encompasses FC-BBW_ATM, FC-BBW_SONET and FC-
BB-2_IP links. Note that a Fibre Channel Backbone Link may be comprised of more than one
physical or logical connection.

3.1.16 Keep Alive Timeout Value (K_A_TOV): The Keep Alive Timeout value is a timer defined in
this document that is used by the Link Keep Alive (LKA) ELS as a trigger for issuing LKA. The LKA
should be sent at least every K_A_TOV if no traffic has been sent and/or received on the connection.
The default value for K_A_TOV is 1/2 E_D_TOV.

Address Authorlty Identifier, usedto |dent|fy entltles in Flbre Channel (e. g N Port, node F.|Port, or
Fabric.).

3.1.18 Node Name: A Name_ldentifier associated with a node.

3.1.19 Port_Name: An 8-byte identifier that identifies a port and used forlsuch purpgses as
diagnostics that may be independent and unrelated to network addressing. Each FC_Port prgvides a
unique Port_Name within the address domain of the Fabric and associated"N_Ports.

3.1.20 Simple Flow Control (SFC): SFC is a flow control protocolapplied between two FG-BB-2_
ATM or FC-BB-2_SONET devices over the ATM/SONET WAN~ The SFC protocol mechanism
temporarily pauses the transmission of frames from the remote-device.

3.1.21 Selective Retransmission (SR) Flow Control: SR‘Flow Control is a sliding windpw flow
control protocol applied between two FC-BB-2_ATMyor FC-BB-2_SONET devices ojer the
ATM/SONET WAN and is used for both flow control and error recovery.

3.1.22 Switch_Name: A Name_Identifier that identifies a Switch or a Bridge device for identjfication
purposes. The format of the name is specified in"FC-FS. Each Switch and Bridge device prqvides a
unique Switch_Name within the Fabric.

3.1.23 WAN Interface: An interface that'connects to a Wide Area Network; specifically, a port that
connects to ATM or SONET/SDH.

3.2 FC-BB-2_ATM Definitions

3.21 AAL: ATM AdaptationLayer. A collection of standardized protocols that adapt user fraffic to
48-octet payloads thatimay be placed in a cell-formatted stream. The AAL is subdivided jnto the
Convergence Sublayer (CS) and the Segmentation and Reassembly (SAR) sublayer. There are
currently four types of AALs: AAL1, AAL2, AAL3/4, and AALS5 to support the various service
categories.

3.2.2 AALS5:"AAL Type 5, specified for use in FC-BB-2_ATM. A protocol standard orliginally
intended<for variable bit rate traffic, that does not require source-destination timing relation; now also
used with applications that have constant bit rate traffic where source-destination timing relation is
important.

3.2.3 AAL Service Cateqories: The ATM Forum has defined 5 Traffic Service Categories

supported by the AALs: Constant Bit Rate (CBR), Variable Bit Rate-Real Time (VBR-RT), Variable
Bit Rate-Non Real Time (VBR-NRT), Available Bit Rate (ABR), and Unspecified Bit Rate (UBR).
VBR_NRT is the recommended service for FC-BB.

3.2.4 ATM: Asynchronous Transfer Mode. Broadband-ISDN standards defined by ITU-T and the
ATM Forum.
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3.2.5 ATM QoS Parameters: QoS is a term used to refer to the set of performance characteristics
of the contracted ATM connection. Six QoS parameters are defined: Peak-to-peak Cell Delay
Variation (CDV), Maximum Cell Transfer Delay (maxCTD), Cell Loss Ratio (CLR), Cell Error Ratio
(CER), Severely Errored Cell Block Ratio (SECBR), Cell Misinsertion Rate (CMR).

3.2.6 ATM Traffic Descriptor: A term used to describe the traffic characteristics of an ATM
connection. A Connection Traffic Descriptor includes a Source Traffic Descriptor, CDV Tolerance
(CDVT), and a Conformance definition. A Source Traffic Descriptor is described by three parameters:
Peak Cell Rate (PCR), Sustainable Cell Rate (SCR), Maximum Burst Size (MBS), and a Minimum
Cell Rate (MCR).

3.2.7 Cell Loss Priority (CLP): A one-bit field in the ATM cell header specifying whether the cell is
more (CLP=1) or less (CLP=0) likely to be discarded by an ATM network experiencing congestion.

3.2;|8 Cell Loss Ratio (CLR): A QoS parameter that gives the ratio of lost cells to the total number
of tlansmitted cells.

3.2]9 Connection Admission Control (CAC): Actions taken by the ATM network te_accept|or
reject a connection request based on its QoS and traffic parameter requirements and\then to route
this|connection across the network.

3.2[10 Convergence Sublayer Protocol Data Unit: The PDU used at'the CS for passipg
information between the higher layers and the SAR (that is located below'the CS, where the cgll
conpersion takes place).

3.2/11 GCRA: Generic Cell Rate Algorithm is a method applied at\the network side of the UNI|to
test|the conformance of an ATM cell to its traffic contract.

3.2/12 Operations, Administration, and Maintenance (OAM): Management framework defingd
by the ITU. OAM cells are special purpose ATM cells exchanged between an ATM end-system apd
an ATM switch and between ATM switches. OAM cells-are used for network fault and performange
management and analysis.

3.2/13 Permanent Virtual Circuit (PVC): A preconfigured logical connection between two ATM
sysiems.

3.214 Permanent Virtual Connection (PVC): The ATM term for a Permanent Virtual Circli
betyveen ATM switches. The terms may.be used interchangeably.

t

3.2/15 Quality of Service: A term that refers to the set of ATM performance parameters thHat
chafacterize the transmission quality over a given virtual connection (VC). These parameters inclufle
the CTD, CDV, CER, CLR, CMR, and SECBR.

3.2|16 Switched Virtual Call: A generic term that refers to Switched Virtual Circuits apd
conpections.

3.2117 Switched Virtual Circuit: A logical ATM connection established via signaling. End systems
transmit UNI_3.4/4.0 signaling requests via the Q.2931 Signaling Protocol.

3.2118 Switched Virtual Connection (SVC): The ATM term for switched virtual circuit.

3.2{19¢/Usage Parameter Control (UPC): A set of policing mechanisms implemented by the
network at the UNT 1o monitor and control traffic submitted by each end usefr.

3.2.20 User-Network Interface (UNI): The interface, defined as a set of protocols and traffic
characteristics, between the customer premises equipment and the ATM networks. FC-BB requires
ATM Forum UNI 3.1 or above.
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3.2.21 Virtual Channel: A term used to describe one of several logical connections defined within
one virtual path (VP) between two ATM devices.

3.2.22 Virtual Channel Connection (VCC): Defined as a concatenation of Virtual Channel Links
(VCLs). Switching cells within an ATM switch for a given VCC is based on the VPI/VCI value
indicated on the cell header.

3.2.23 Virtual Circuit (VC): A connection that is set up across the network between a source and a
destination where a fixed route is chosen for the entire session and bandwidth and ID dynamically
allocated to the user.

3.2.24 Virtual Path (VP): A logical connection between two ATM devices (CPEs, switches). A
virtual path consists of a set of virtual channels.

3.2.25 Virtual Path Connection (VPC): Defined as a concatenation of virtual path Tinks [ VPLs).
Switching cells within an ATM switch for a given VPC is based on the VPI value indicated on|the cell
header.

3.2.26 Virtual Path Identifier/Virtual Channel Identifier (VPI/VCI): The combination of two
numbers, namely the VPI and the VCI, used to identify a virtual connection (VC),and switch|cells in
an ATM network.

3.3 FC-BB-2_SONET Definitions

3.3.1 Administrative Unit (AU): A SDH-specific information structure, consisting of a STS SPE
and its associated set of STS pointer/pointer action bytes.

3.3.2 Concatenated Synchronous Transport Signal-Level N (STS-Nc): A STS-N Line layer
signal in which the STS Envelope Capacities from the N.STS-1s have been combined to|carry a
STS-Nc Synchronous Payload Envelope (SPE) that/shall be transported not as several sgparate
signals but as a single entity. The equivalent SDH term'for a STS-3c SPE is a VC-4.

3.3.3 Container: A SDH term that is equivalent to the payload capacity of a synchronous payload
envelope.

3.3.4 Generic Framing Procedure(GFP): A simple, robust method for adaptation tp octet-
synchronous transport facilities, of frarhe- or character-oriented data traffic; specified by ITU-T Study
Group 15 [5].

3.3.5 Operations, Administration and Maintenance (OAM): Management framework defined by
the ITU. OAM cells are special purpose ATM cells exchanged between an ATM end-system|and an
ATM switch and betweenvATM switches. OAM cells are used for network fault and performance
management and analysis.

3.3.6 Optical Carrier Level N (OC-N): The optical signal that results from an optical convgrsion of
a STS-N signal. SDH does not make the distinction between a logical signal (e.g. STS-1 in $ONET)
and a physical‘signal (e.g. OC-1 in SONET). The equivalent SDH term for both logical and physical
signals_iS/synchronous transport module level M (STM-M), where M=(N/3). There are eqtivalent
STM-Msignals only for values of N=3,12,48, and 192.

3.3:7 Path: A logical connection between the point at which a standard frame format for the signal
at'the given rate is assembled and the point at which the standard frame format for the gignal is

disassembled. The equivalent SDH term is also Path.

3.3.8 Payload Pointer: The pointer that indicates the location of the beginning of the Synchronous
Payload Envelope. The equivalent SDH term is pointer.

3.3.9 SONET: An acronym for Synchronous Optical NETwork. SONET is a term in general usage,
that refers to the rates and formats specified in ANSI T1.105
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3.3.10 STS Path Terminating Equipment (STS PTE): Network Elements that
multiplex/demultiplex the STS payload. STS PTEs may originate, access, modify or terminate the
STS Path Overhead necessary to transport the STS payload, or may perform any combination of
these actions.

3.3.11 Super-rate Signals: A signal that has to be carried by a Concatenated Synchronous
Transport Signal level Nc (STS-Nc). There is no equivalent SDH term.

3.3.12 Synchronous Digital Hierarchy (SDH): A family of ITU-T standards whose technical
contents closely resemble that found for the SONET family of ANSI standards.

3.3.13 STS Synchronous Payload Envelope (STS SPE): A 125-microsecond frame structure
composed of STS Path Overhead and bandwidth for payload. The term generically refers to STS-1

: i o : 3).
Thg equivalent SDH term for STS-3c SPE is virtual container level 4 (VC-4). The equivalent@&DH

3.3/14 Synchronous Transport Module Level M (STM-M): These are the defined transport
signals for the Synchronous Digital Hierarchy (SDH). Defined signals exist at ratestof M timgs
158,52 Mbit/s, where M=1, 4, 16, or 64. These are equivalent to SONET OC<Nsignals, where
N=3M.

3.3{15 Synchronous Transport Signal Level N (STS-N): This signal is obtained by byte
intefleaving N STS-1 signals together. The rate of the STS-N is N times 61,840 Mbit/s. SDH dogs
not make the distinction between a logical signal (e.g. STS-N in SONET) and a physical signal (efg.
OCiN in SONET). The equivalent SDH term for both logical and physical signals is synchronops
tranisport module level M (STM-M), where M=(N/3). There are.equivalent STM-M signals only for
valges of N=3, 12, 48, and 192.

3.3/16 Tributary Unit (TU): The SDH term for SONET irtual tributaries.
3.3{17 Virtual Container (VC): A SDH term for either a STS or VT SPE.

1
—_

3.3/18 Virtual Tributary (VT): A structure designed for transport and switching of sub-ST§
payloads. There are currently four sizes of VT.{The equivalent SDH term is tributary unit (TU).

3.4| FCIP and TCP/IP Definitions

3.411 B_Access: A component of the FC Entity that interfaces with the FCIP_LEP component|of
the FCIP Entity on one side and the B_Port on the other.

3.42 B_Access_Name: Port:Name of the B_Access portal.
3.43 B_Access VirtuahlISL: A Virtual ISL that connects two B_Access portals.

3.44 Control and-Service Module (CSM): A control component of the FC-BB-2_IP interface that
mainly handles Connection Management. CSM interfaces with the PMM.

3.4/5 Encapsulated FC Frame: A FC-BB-2_IP term to mean a SOF/EOF delimited FC frame
prefixed with-a 28-byte FC frame Encapsulation Header.

3.4/6</Encapsulated Frame Receiver Portal: The TCP access point through which an

Endapsulated-=CFrame-isreceived-from-the-RP-retwork-by-aFGHR—DE-

3.4.7 Encapsulated Frame Transmitter Portal: The TCP access point through which an
Encapsulated FC Frame is transmitted to the IP network by the FCIP_DE.

3.4.8 FC Entity: The FC Entity is the principal interface point to the FC switched network on one
side and, in combination with the FCIP entity,to the IP network on the other side. It is the data
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forwarding component of the FC-BB-2_IP interface consisting of VE_Port(s) and/or B_Access
portals.

3.4.9 FC Entity Protocol Layer: The protocol layer that lies between the Fibre Channel level FC-2
and the FCIP Entity protocol layer. Its primary function is supporting one or more Virtual E_Ports or
B_Access portals and communicating with the FCIP Entity.

3.4.10 FC Receiver Portal: The access point through which a FC frame and time stamp enters a
FCIP_DE from the VE_Port/B_Access.

3.4.11 FC Transmitter Portal: The access point through which a FC frame and time stamp leaves
a FCIP_DE to the VE_Port/B_Access.

3.4.12 FC-BB-2_IP Device: A device that supports the FC-BB-2_IP, FC network and the IP

network Intertfaces.

3.4.13 FC-BB-2_IP Interface: The point that has interfaces to the FC switched netwofkon ane side
and the IP network on the other. It consists of a Switching Element, FC/FCIP Entity pair(s), the CSM,
and the PMM.

3.4.14 FCIP Data Engine (FCIP_DE): The data forwarding component of the FCIP Entity’s FCIP_
LEP that handles FC frame encapsulation, de-encapsulation, and transmission of encapsulated
frames through a single TCP connection.

3.4.15 FCIP Entity: The data forwarding component of the FC-BB-2_IP interface consisting of the
FCIP_LEP and is the principal interface point to the IP network on.one side and, in combinarion with
the FC Entity, to the FC switched network on the otherilts primary function is formatting,
encapsulating, and forwarding Encapsulated FC Frames across the IP network interface.

3.4.16 FCIP Entity Protocol Layer: The protocol layer that lies between the FC Entity layer and
the TCP layer.

3.4.17 FCIP frame: The FCIP [7] term for an:Encapsulated FC Frame.

3.4.18 FCIP Link: A virtual link that connects a FCIP_LEP in one FC-BB-2_IP device with @another.
It consists of one or more TCP connections.

3.4.19 FCIP Link Originator and(Acceptor: The FC-BB-2_IP FCIP_LEP that originates|a FCIP
Link is defined as the FCIP Link Originator. The corresponding FCIP_LEP that accepts this link is
defined as the FCIP Link Accéptor.

3.4.20 FCIP Link Endpoint (FCIP_LEP): The component of a FCIP Entity that containg one or
more FCIP_DEs.

3.4.21 FCIP Transit Time (FTT): The total transit time of an Encapsulated Fibre Channel frame fin the IP
network. The FCIP Transit Time is calculated by subtracting the time stamp value in the grriving
Encapsulated FC Frame from the synchronized time in the FCIP Entity.

3.4.22 ~Platform Management Module (PMM): A management component of the FC-BB-2_IP
interface’that handles Time Synchronization, Discovery and Security. It interfaces with the C$M.

3.4.23 Request For Comment (RFC): Documents put out by the Internet-Related organizaﬁons.

3.4.24 \Virtual E_Port (VE_Port): The data forwarding component of the FC Entity that emulates
an E_Port. The term Virtual indicates the use of a non Fibre Channel link connecting the VE_Ports. In
the case of the FC-BB-2_|P specification, a VE_Port interfaces with the FCIP_LEP component of the
FCIP Entity on one side and a Fibre Channel Switching Element on the other side.

3.4.25 VE_Port_Name: Port_Name of the VE_Port.


https://iecnorm.com/api/?name=7d37a72a7bb0bed5038c68ba60350e16

20 14165-241 © ISO/IEC:2005(E)

3.4.26 VE_Port Virtual ISL: A Virtual ISL that connects two VE_Ports.

3.4.27 Virtual ISL: An ISL that connects two VE_Ports or two B_Access portals across a non-Fibre
Channel Link

3.5 Symbols and abbreviations

3.5.1 General
#or NE not equal
<orlLE less than or equal to
* plus or minus
~ approximately
X muttipty
+ add
- subtract
LT less than
EQ equal
GT greater than
GE greater than or equal to
Backbone
Backbone -2
Backbone (ATM or SONET) WAN
Border Switch

Exchange B_Access Parameters
Exchange Link Parameters

End of Frame

Exchange Switch Capabilities

Fibre Channel Over TCP/IP [7]
Frame Check Sequence

Fibre Channel - Security Protecol [6]
FC{SW-3 Fibre Channel - Switched Fabric [2]
Inter-switch Link

Internat’l Telecomm. Whion - Telecommunication Standardization Section
_TOV Keep Alive Timeout'walue

Link Keep Alive

Maximum Transfer Unit

Protocol Data Unit

Simple(Flow Control

Start of Frame
Selective Retransmission

ACC Switch Fabric Internal Link Service Accept

CS Switch Fabric Common Services

ILS Switch Fabric Internal Link Services

RJT Switch Fabric Internal Link Service Reject
Wide Area Network

EC-BB-2_ATM

ATM Adaptation Layer 5

Asynchronous Transfer Mode

Bit Error Rate

Cell Loss Ratio (ATM)

Common Part Convergence Sublayer

Permanent Virtual Circuit, Permanent Virtual Connection
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QoS Quality of Service

SAAL Signaling ATM Adaptation Layer

SvC Switched Virtual Circuit, Switched Virtual Connection
UBR Unspecified Bit Rate (ATM)

UNI User Network Interface (ATM)

VBR-NRT Variable Bit Rate - Non Real Time (ATM)

VvC Virtual Circuit

3.5.3 FC-BB-2_SONET

HDLC High-level Data Link Control

nm Nanometer

OC-N Optical Carrier Level N

pPpm Parts per Million

PPP Point-to-Point Protocol

PTE Path Terminating Equipment

RFC Request for Comment

SDH Synchronous Digital Hierarchy

SMT Station Management (FDDI)

SONET Synchronous Optical Network

SPE Synchronous Payload Envelope
STM-M Synchronous Transport Module level M
STS Synchronous Transport Signal

STS-N Synchronous Transport Module level N
STS-Nc Synchronous Transport Module level N¢
TU Tributary Unit

ULA 48-bit Universal LAN MAC Address
ULP Upper Level Protocol

ULP_TOV Upper_Level_Protocol_Timeautyvalue
vC Virtual Container

VP Virtual Path

VT Virtual Tributary

3.5.4 FC-BB-2_IP

B_Access B_Access Portals

CSM Control and Service Module

FCIP FC over TEP/IP [7]

FCIP_DE FCIP Data Engine

FCIP_LEP FEIRLink Endpoint

IETF IETF Internet Engineering Task Force (www.ietf.org)
PMM Platform Management Module

RFC Request For Comment

VE_Port Virtual E_Port

3.6 Keywords
3.6.1—~expected

Akeyword used to describe the behavior of the hardware or software in the design models agsumed

1 e [ 1 —\ L 1 ! ! £1. ! : bl I 1 : 1 4
Uy UNS ICUILdl TCPUTL ULICT TIalUwdlT dllu SUTIWwdalT UTSIYIT ITIOUCIS TTldy aloU VT IIIIPIEIIIUIIlUd.

3.6.2 invalid

A keyword used to describe an illegal or unsupported bit, byte, word, field or code value. Receipt of
an invalid bit, byte, word, field or code value shall be reported as an error.
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3.6.3 mandatory
A keyword indicating an item that is required to be implemented as defined in this technical report.
3.6.4 may

A keyword that indicates flexibility of choice with no implied preference (equivalent to “may or may
not”).

3.6.5 may not

A keyword that indicates flexibility of choice with no implied preference (equivalent to “may or may
not”).

3.6.6 obsolete

A keyword indicating that an item was defined in prior Fibre Channel standards but has been
ved from a subsequent Fibre Channel standard.

optional

. However, if any optional feature is implemented, then it shall be implemented as defined in the

shall

yword indicating a mandatory requirement. Designers are required to implement all such manda-
tory|requirements to ensure inter operability with other products that conform to this technical repoft.

3.610 should

A keyword indicating flexibility of choice with a strongly preferred alternative; equivalent to the phrage
“it ig strongly recommended”.

3.7| Conventions

Certain words and terms used in this International Standard have a specific meaning beyond the
normal English meaning. These words and terms are defined either in clause 3 or in the text whgre

names of fields are in small uppercase (e.g., STATE OF SPARE), lower case is used for words havihg

Numbers that are not immediately followed by lower-case b or h are decimal values.
Numbers immediately followed by lower-case b (xxb) are binary values.

Numbers immediately followed by lower-case h (xxh) are hexadecimal values.
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Decimals are indicated with a comma (e.g., two and one half is represented as 2,5).
Decimal numbers having a value exceeding 999 are represented with a space (e.g., 24 255).
An alphanumeric list (e.g., a,b,c or A,B,C) of items indicate the items in the list are unordered.

A numeric list (e.g., 1,2,3) of items indicate the items in the list are ordered (i.e., item 1 is required
occur or complete before item 2).

In the event of conflicting information the precedence for requirements defined in this standard is:

1) text,
2) tables. then

3) figures.
A comparison of the ISO conventions are shown in Table 2.

Table 2 — ISO and International Conventions

ISO International
0,6 0.6
1000 1,000
1323462,9 1,323,4629

3.8 Notations for Procedure and Functions

Procedure Name ([input:1a]input:1b|input:1c][,input:2a+input:2b]...[input:n] |
[output: 1][,output:2]...Joutput:n])

Where:
Procedure Name: A descriptive:name for the function to be performed.
") Parentheses enclosing the lists of input and output arguments.
input:1a|input:1b|... A number of arguments of which only one shall be used in gny
single procedure
input:1, input:2, ...: A'comma-separated list of names identifying caller-supplied input
data objects.
output:1, output:2, ...; A comma-separated list of names identifying output data objects

to be returned by the procedure.

|| A separator providing the demarcation between inputs and|out-
puts. Inputs are listed to the left of the separator; outputs, if @ny,
are listed to the right.

B I Brackets enclosing optional or conditional parameters and argu-
ments.

| A separator providing the demarcation between a number o¢f argu-
ments of which only one shall be used in any single procedure.

"+"; A collection of objects presented to a single object. No ordgring

is implied.
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4 FC-BB-2 Structure and Concepts

4.1 FC-BB-2 Backbone Mappings

The three distinct Fibre Channel mappings: FC over ATM, FC over SONET, and FC over TCP/IP,
pertain to the extension of Fibre Channel switched networks across distances. An important distinc-
tion between the above mappings is the emphasis placed on the backbone type. The FC over ATM
and SONET network mappings layer on the ATM and SONET backbone technologies, resulting in
the FC-BB-2_ATM and FC-BB-2_SONET specifications that map directly to physical connections.
The FC over TCP/IP network mapping layers on the IP network, resulting in the FC-BB-2_IP specifi-
cation that maps to a logical connection.

4.2 FC-BB-2 Reference Models

FC{BB-2 defines three reference models corresponding to the FC-BB-2_ATM, FC-BB-2_SONHT,
and|FC-BB-2_IP specifications. These reference models are shown in Figures 2, 3, and 4. In the-f{g-
ure$ a B_ (E_ or F_) Port is the point at which a frame destined to a remote FC network enters the
Port and is forwarded on the backbone network to its destination. All frames arriving on the backbope
network exit the B_ (E_ or F_) Port towards its ultimate destination.

Theg FC-BB-2_ATM and the FC-BB-2_SONET specifications supports the attachment of FC switches
via pne or more B_Ports. The FC-BB-2_IP specification supports the attachment of FC switches yia
onelor more B_ or E_Ports and the attachment of Fibre Channel Host Bus Adapters via one or mgre
F_Rorts. Table 3 summarizes the FC Port types support for the three types of specifications.

Table 3 — Specification and FC Port Types Supported

Port(s) Specification Type
Support FC-BB-2_ATM FC-BB-2/SONET FC-BB-2_IP
B_Port Specified Speeified Specified
E_Port Not Specified Not Specified Specified
F_Port Not Specified Not Specified Specified
FC-BB-2_ATM FC-BB-2_ATM
B_Port(s) B_Port(s)

Note:
4P
!ndinnh—\o ad

FC-BB-2_ATM

B_Port(s)

R

O TUCPCTIOCTIT

icat w —FC
KCommunicating pairsj w

Figure 2 — FC-BB-2_ATM Reference Model
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Q
FC-BB-2_SONET FC-BB-2_SONET
B_Port(s) B_Port(s)
\ =
FC-BB-2_SONET
Note: B_POTt(S)
-
Indicates independent
Communicating pairs
Figure 3 — FC-BB-2_SONET Reference Model
Q
FC-BB-2_IP FC-BB-2_IP
B/E/F_Port(s) B/E/F_Port(s)
\ /
FC-BB-2_IP
Note: B/E/F_Port(s)
-

Indicates independent
Communigating pairs

Figure 4 — FC-BB-2_IP Reference Model
4.3 FC<BB-2 Specifications Overview
4.3.%~FC-BB-2_ATM

FC-BB-2_ATM (specification) is the means by which Fibre Channel networks interface with gnd con-

Il allliels s ATMNA ol

||cut dallUoo d VV;dU arcd AT:‘V’: IIUtVVUIIr\. ot 4 ATVl uUf;IICD thc fIaIIIU |||app;||3, Gllbap d|ati0n,
and any signaling required by the ATM protocols. FC-BB-2_ATM also defines the frame handling, call
handling, addressing, flow control protocol and error recovery required to support the Fibre Channel
mapping over ATM. FC-BB-2_ATM makes use of the ATM Adaptation Layer 5 for payload transport.
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FC-BB-2_ATM messages are formed by encapsulating byte-encoded Class 2, 3, 4 or F Fibre Chan-
nel frames into a suitable format for carriage over the WAN. Clause 5 describes the FC-BB-2_ATM
message in detail.

The SR and SFC are two flow control protocols that may be used over the ATM networks. The SR
protocol provides for reliable transport of frames between two FC-BB-2_ATM devices. Use of the SR
protocol is optional. The SR protocol is an efficient sliding window link-layer full-duplex protocol that
supports data transport with flow control and error recovery functions. SR has been adopted from
ITU’s Link Access Protocol B (LAPB), that is derived from ISO/IEC’s High-level Data Link Control
(HDLC) (Balanced Classes). Use of LAPB in SR is limited to a subset of the synchronous modulo
32768 super sequence numbering service option. Clause 6 describes the SR protocol in detail. The
SFC Protocol (see 6.4) provides a mechanism to temporarily pause the transmission of frames from
a remote FC-BB-2_ATM device. Use of the SFC protocol is optional.

432 FC-BB-2_SONET

FCBB-2_SONET (specification) is the means by which Fibre Channel networks interface-with apd
conhect across a wide-area SONET/SDH network. FC-BB-2_SONET defines the frame mapping, gn-
cappulation, and any signaling required by the SONET protocols. FC-BB-2_SONET also defines the
frame handling, call handling, addressing, flow control protocol and error recovery requited to suppprt
the [Fibre Channel mapping over SONET/SDH. FC-BB-2_SONET makes use of\thé High-level dgta
link|control (HDLC) for payload transport

NPTE 1 The FC over SONET mapping defined in FC-BB-2_SONET is different from the native FC mapping
oyer the Transparent Mapped Generic Framing Procedure (GFP-T) defined in~[5]. This native mapping is }s-
sgntially a FC “wire-extender” between two FC Ports using other technologies*and its protocol operations gre
cqmpletely transparent to the connecting FC Ports. As such, this native mapping provides a transparent point-
toppoint Fibre Channel extension between any of the FC Port types (e.g N_Port-to-N_Port, N_Port-to-F_Part,
E| Port-to-E_Port, etc.), and will not be discussed further in the FC-BB-2 specifications.

Theg SR and SFC flow control protocols may be used over the SONET networks.
4383 FC-BB-2_IP

FC-BB-2_IP specification is the means by which Eibre Channel networks interface with and conngct
acrgss an IP network. FC-BB-2_IP makes use_of,the FCIP specification [7] to define the mappihg
and| control required by the TCP/IP protocol and the FC frame encapsulation specification [9] to de-
fine|the encapsulation. FC-BB-2_IP also defines the connection management, addressing, time syn-
chronization, discovery, security, switching, routing, and error recovery required to support Filjre
Chgnnel over TCP/IP. FC-BB-2_IP is~agnostic about the underlying physical technology that exigts
beneath the IP layer. In this sense, the IP network could use ATM, SONET, Gigabit Ethernet or ahy

FC-BB-2_IP encapsulates byte-encoded Class 2, 3, 4 or F Fibre Channel frames into a suitable for-
mat] (Encapsulated FC Erames) for carriage over the IP network. Clause 14 describes Encapsulated
FC Frames in detail. The) TCP/IP protocol suite provides a reliable transport of frames over the IP ngt-
work. TCP provides\flow control and error recovery.

Theg FC-BB-2_4R_protocol provides mechanisms to create Virtual E_Port or B_Access connectivity ps
the case may be, over the IP network (see Clause 13).

4.4| FC-BB-2 Requirements

i) Class F shall be supported between FC-BB-2 devices. Class 2, 3 or 4 may be supported
between FC-BB-2 devices.

NOTE 2 FC-BB-2 does not support Class 1.
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4.4.2

443

Payload transparency

i) Arriving Class 2, 3, 4, and F Fibre Channel frames from a FC network and destined to a re-
mote FC network shall be encapsulated using the FC-BB-2 defined mechanisms and transmit-
ted to the appropriate FC-BB-2 device.

ii) Arriving Encapsulated Frames received from remote FC-BB-2 device shall be deencapsu-
lated and sent to a FC network.

Latency delay and timeout value

i) FC-BB-2_IP shall ensure that the incoming Encapsulated FC Frames whose FTT exceeds
1/2 E_D_TOV shall be discarded and not admitted into the FC network. Fibre Channel Time-
out values shall be administratively set to accommodate the FTT.

444

4.4.5

4.4.6

i) FC-BB-2_IP shall allow Class F Encapsulated FC Frames to be transmittedwith a zero
timestamp value.

QoS and bandwidth

i) FC-BB-2_ATM shall use the VBR-NRT ATM Service. VBR-NRT ATdM-Service provides cell
loss and bandwidth guarantees. It is recommended that FC-BB-2_ATM make use of g single
Virtual Circuit (VC). Use of additional VCs to address special traffic' QoS requirements is al-
lowed but not recommended. FC-BB-2_ATM recommends allocating a minimum bapdwidth
for each FC-BB-2_ATM VC that is used in order to avoid starvation; however, the Seryice dis-
cipline (prioritization) for the VCs is implementation specific:and beyond the scope of this stan-
dard.

i) FC-BB-2_SONET has no specific SONET service required.

iii) FC-BB-2_IP recommends that some form-of preferential QoS be used for the FCIP traffic
in the IP network to minimize latency and packet drops although no particular form of QoS is
recommended; see [7].

In-order delivery

i) FC-BB-2_ATM shall guarantee in-order delivery of frames within each ATM VC. No other
ordering relationship across:ATM VCs need be preserved.

i) FC-BB-2_SONET shall guarantee in-order delivery of frames within each SONKET/SDH
provisioned path. No‘ather ordering relationship across SONET/PDH provisioned paths need
be preserved.

iii) FC-BB-2_IP. shall guarantee in-order delivery of frames within the scope of any TCP con-
nection.

Flow.control

i) </C-BB-2_ATM or FC-BB-2_SONET devices may use the Selective Retransmissipn (SR)
protocol to provide a reliable delivery of frames over the WAN between two devices. In the
case of FC-BB-2_ATM, if SR protocol is used, then the flow control is separately applied to
each ATM VC.

i) FC-BB-2_ATM or FC-BB-2_SONET devices may use Simple Flow Control (SFC) protocol
to temporarily pause the transmission of frames from a remote device. In the case of FC-BB-
2_ATM, if SFC protocol is used, then the flow control is separately applied to each ATM VC.

iiiy) FC-BB-2_IP devices using the TCP Flow control and error recovery should act in concert
with the Fibre Channel Buffer-to-Buffer Credit mechanism.
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iv) Flow Control at the E_Ports, F_Ports, VE_Ports, and B_Ports will operate as defined in
FC-SW-3.

4.5 FC-BB-2 Link Service Codes
Table 4 shows all the SW_ILS codes allocated for FC-BB-2 use.

Table 4 — FC-BB-2 SW_ILS Codes

L ELRLITD Description Abbr.
(hex)

28 03 00 00 Authentication Special Frame Request ASF

28 01 00 00 Exchange B_Access Parameter EPB

Table 5 shows all the ELS codes used in FC-BB-2.

Table 5 - FC-BB-2 ELS Codes

Encoded Value
(hex)

80 00 00 00 Link Keep Alive Request LKA

Description Abbr.
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5 FC-BB-2_ATM and FC-BB-2_SONET messages and formats

5.1 Applicability

This Clause only applies to FC-BB-2_ATM and FC-BB-2_SONET. See Clause 14 for a description of
the FC-BB-2_IP messages and formats.

5.2 Message Formats

In all text to follow, the term BBW applies to both FC-BB-2_ATM and FC-BB-2_SONET. The struc-
ture of a BBW message is given in Table 6. It consists of 3 fields: LLC/SNAP Header, BBW_Header,
and the BBW message payload. The structures of the fields are given in Tables 7, 9, 11, and 12.

Table 6 — BBW message structure

Field (Bs;tz:S)
LLC/SNAP Header 8
BBW message BBW_Header 4
BBW message payload Maxi{2 148

5.2.1 LLC/SNAP Header format
LLC/SNAP Header (8 bytes): The Logical Link Control (LLC)/SubNétwork Access Protocol

Header consists of a 3-byte LLC field and a 5-byte SNAP sub-field:
Table 7 — LLC/SNAP Header

Field Word | Byte Enco?lheeo:( ;lalue
DSAP 0 AA
LLC | SSAP 0 1 AA
CTRL 2 03
0 3 00
oul 1 0 00
SNAP 1 1 00
PID ! 2 XX
1 3 XX

(SNAP)

LLC (3 bytes):The LLC field consists of 3 1-byte sub-fields: Destination Service Accegs Point

(DSAP), Seurce Service Access Point (SSAP), and Control (CTRL). The encoding for LLC

Table 7-indicates that an ISO/IEC 8802-2 [1] SNAP follows.

SNAP-(5 bytes): The SNAP field consists of 2 sub-fields: A 3-byte Organizationally Unique |

piven in

Hentifier

(©UYP sub-field and a 2-byte Protocol Identification (PID) sub-field. The encoding for OUI given in Ta-
ble 7 indicates the presence of an ISO/IEC 8802-2 [1] Routed protocol in the payload. The structure

of the SNAP/PID sub-field is given in Table 8.
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Table 8 — SNAP PID

Encoded Value
<Byte 2:3> Payload Protocol Type
(hex)
0800 IP
888D Fibre Channel
Others Reserved

SNAP PID (2 bytes): The SNAP PID sub-field indicates the payload protocol type. Table 8 shows en-

cod

ngs for IP and the Fibre Channel payload protocol types. All BBW messages make use of.only

the Fibre Channel payload protocol type.

5.22 BBW_Header format

The

4-byte BBW_Header (Table 9) consists of 3 fields: A 1-byte Flow Control Typefield, a 2-by
PAUSE field and a 1-bit Address Bit field. The structure of the Flow Control Field is{@iven in Table 1
Table 9 — BBW_Header
Word Byte Field Size Remarks
y (Bytes)
0 Flow Control Type 1
Applicable only when SFC
1-2 PAUSE 2 protocol is specified as the
2 Flow Control Type
<bit 0>: Address bit Applicable only when SR
3 1= Command; 0 = Response 1 protocol is specified as the

<bits 1-7>: Reserved

Flow Control Type

Flow Control Type (1 byte): This field*defines encodings for Simple Flow Control (SFC) and §

Floyv Control.

Table 40+ Flow Control Protocol Type Encodings

En?ﬁ;l)i(;lgs Flow Control Type
00 Simple Flow Control
01 SR Flow Control
Others Reserved

bR

PAUSE (2 bytes): This 2-byte PAUSE field is applicable only when the Flow Control Type is SFC.
The PAUSE field defines the number of 512-bit time units to pause transmission. A value of zero indi-
cates zero pause transmission time units. This field is also set to zero value when no flow control is
desired with the Flow Control Type specified as SFC.

Address Bit (bit 0: Byte 3): This field is applicable only when the Flow Control Type is SR Flow
Control. This bit identifies the SR message as either a Command or a Response. Messages contain-
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ing Commands shall set this bit to 1; messages containing Responses shall set this bit to 0. This field

is used in conjunction with the Poll Bit of the SR protocol.

5.2.3 BBW message payload format for SFC

The general structure of the BBW message payload when SFC is specified as the Flow Contr
is given in Table 11. It consists of the following fields: 4-byte SOF, 24-byte FC-Header, FC

ol Type
frame-

payload, 4-byte CRC, and 4-byte EOF. The SOF and EOF byte encodings are defined in Annex A.

The FC-Header, FC frame-payload, and the CRC are contents of standard Fibre Channe
fields that arrive at the B_Port or the E_Port interface.

| frame

NOTE 3 The format also applies when the Flow Control Type is specified as SFC and the PAUSE

field carries a zero value, that is when no flow control is desired.

Fable-t+=BBW-messagepayload-structure for SF€E————

Field (Bs;tz:s)
SOF 4
FC-Header 24
FC frame-payload Min: 0
(includes optional header) Max: 2 142
CRC
EOF

5.2.4 BBW message payload format for SR

The general structure of the BBW message payload-when SR is specified as the Flow Contiol Type

is given in Table 12. It consists of a 4-byte SR_Header and the SR_BBW message payload. T|
Header encodings specify the SR_BBW message Type. SR_Header format is described in 5

Table 12 — BBW message payload structure for SR

Field Field Size
(Bytes)
SR_Header 4
SR_BBW-message SR_BBW message
payload Max: 2 148

The SR_BBW message payload format depends on the type of the SR_BBW message an
scribed in 5.2.4.4.1,°5.2.4.4.4, and 5.2.4.4.9.

5.2.4.1 SR Header Formats
5.2.4.1\Field Formats

The- SR_Header defines three types of field formats that are used to perform numbered info
ttansfer (I-format), numbered supervisory functions (S-format), and unnumbered control funct

he SR_
24.1.

d is de-

rmation
ons (U-

format—SeeTable 13- SR-makesuse-of 9 different types of messages:
a) I-format (1): SR_I
b) S-format (3): SR_RR, SR_RNR, SR_REJ
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c¢) U-format (5): SR_SM, SR_DISC, SR_FRMR, SR_UA, SR_DM

Bits 0 and 1 of the SR_Header provide the encodings for the three field formats. Bits 2 and 3 provide
the encodings for the different S-format messages and are shown in Table 14. Bits 2, 3, 5, 6, and 7
provide the encodings for the different U-format messages and are shown in Table 15.

Table 13 — SR_Header format

For- | 3| 3| 2| 2| 2| 2| 2| 2| 2] 2] 2] 2 1{ 1| 1| 1| 1| 1| 1] 1] 1] 1
mat | 1/ 0| 9 8 7| 6| 5 4/ 3| 2/ 10 9/ 8 7/ 6|5 4 32 10 98 7|6|54|3|2|1
| N(R) P N(S) 0
S P
N(R) / Reserved S| S| 0|1
F
J P
Reserved Reserved M M M| /| M{ M| 1][1
F
NI(S): Transmitter send sequence number; N(R): Transmitter receive sequence number
$S: Supervisory function bits defined in table below
NMMMMM: Modifier function bits defined in table below
R/F: Poll/Final bit; P Poll bit (1 = Poll)

Table 14 — SS bits encoding

SS Bits | supervisory
3 | 2 | message

0 0 SR_RR

0 1 Reserved

1 0 SR_RNR

1 1 SR_SREJ

Table 15 — MMMMM bit encoding

MMMMM Bits Unnumbered
7 16|53/ 2 message
1 1 0 0 0 SR_SM
0 1 0 0 0 SR_DISC
1 0 0 0 1 SR_FRMR
0 1 1 0 0 SR_UA
0 0 0 1 1 SR_DM

5.2.4.1.2 Information transfer I-format

The I-format is used to perform an information transfer. The functions of the N(S), N(R), and P fields
are independent; i.e. each SR_| message has a N(S), a N(R), that may or may not acknowledge ad-
ditional SR_I messages received by the BBWs, and a P-bit that may be settoa 0 or 1.
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5.2.4.1.3 Supervisory S-format

The S-format is used to perform data link supervisory control functions such as acknowledge SR_I
messages, request retransmission of SR_I messages, and to request a temporary suspension of
transmission of SR_I messages. The functions of the N(R) and P/F fields are independent; i.e. each
supervisory message has a N(R) that may or may not acknowledge additional SR_I messages re-

ceived by the BBW, and a P/F bit that may be setto a 0 or 1.
5.2.4.1.4 Unnumbered U-format

The U format is used to provide additional data link control functions. This format contains no se-

quence numbers, but does include a P/F bit that may be settoa O ora 1.

5.2.4.2 SR_BBW messages

A description of the 9 different SR_BBW messages appears in Table 16. Only the SR_I, SRl SREJ,

and SR_FRMR messages carry a payload; all other messages carry a null payload.

Table 16 — SR_BBW messages

Command/ ",
Purpose Message Response Description
Information | SR_I Command Carries encapsulated Class 2, 3, 4 pr F
transfer frames as payload
SR_RR Command or | Indicates Ready,to Receive SR_I messages
Response (negates busy condition) and acknowledges
previous SR_I messages; carries no paylgad
SR_RNR Command or | Indicates Receiver Not Ready to accept more
Control Response SR, | messages (busy condition) and ac-
. knowledges previous SR_| messages; calries
(Supervisory no payload
messages) SR_SREJ Commander | Indicates Selective Retransmission of errpred
Response SR_I messages; carries a payload
SR_SM Cemmand Mode setting command to set up link and re-
sets all messages counters to 0; carriep no
payload
SR_UA Response Unnumbered response to the SR_SM g¢om-
mand and indicates an acceptance and ipfor-
Control mation transfer phase; carries no payload
ontro SR_DM Response Unnumbered response to the SR_SM ¢om-
(Unnum- mand and indicates a disconnected phpse;
bered carries no payload
messdges) SR_FRMR Response Unnumbered response to the SR_SM g¢om-
mand and indicates message reject for the
SR_SM message; carries a payload
SR_DISC Command Command indicates the sender is suspending
operation and enters the disconnected mode
after receiving a SR_UA response; carries no
payload
* Command/Response indicated by the Address Bit in Byte 3 of the BBW_Header.

The following describes the different format fields and other related aspects of the SR protocol.
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5.2.4.3 Format Field Parameters

5.2.4.3.1 Modulus of SR

Each SR_| message is sequentially numbered and may have the value 0 through modulus minus 1,
where “modulus” is equal to 32 768 the modulus of the sequence numbers. The sequence numbers
cycle through the entire range.

5.2.4.3.2 Send state variable V(S)

The send state variable V(S) denotes the sequence number of the next in-sequence SR_I message
to be transmitted. V(S) may take on the values 0 through modulus minus 1. The value of V(S) is in-
cremented by 1 with each successive SR_| message transmission, but cannot exceed the N(R) of
the last received SR_I or supervisory message by more than the maximum number of outstanding

re H RO oto4 areg }S-

sages k

5.244.3.3 Send Sequence Number N(S)

Only SR_I messages contain N(S), the send sequence number of the transmitted SR..[i)message. [At
the time that an in-sequence SR_| message is designated for transmission, the value/of N(S) is get
equgl to the value of the send state variable V(S).

5.24.3.4 Receive State Variable V(R)

The receive state variable V(R) denotes the sequence number of the next' in-sequence SR_| mgs-
sage expected to be received. V(R) may take on the values 0 through ‘thodulus minus 1. The value|of
V(R]) is incremented by 1 by the receipt of an error-free, in-sequence . SR_| message whose send ge-
quence number N(S) equals the receive state variable V(R).

5.2,

All BR_I messages and supervisory messages, except SR_SREJ messages with the F bit set to|0,
sha|l contain N(R), the expected send sequence number of the next received SR_I message. At the
timg that a message of the above types is designatéd for transmission, the value of N(R) is set eqdal
to the current value of the receive state variable/(R). N(R) indicates that the BBW transmitting the
N(R) has received correctly all SR_I messages.numbered up to and including N(R)-1.

.3.5 Receive Sequence Number N(R)

5.2;E.3.6 Functions of the Poll/Final Bit{(P/F)

All nessages contain P/F, the Poll/Rinal bit. In command messages, the P/F bit is referred to as thg P
bit. |n response messages it is referred to as the F bit.

The Poll bit set to 1 is used by the BBW to solicit (poll) a response from the remote BBW.

Thg Final Bit set to 1 is_used by the BBW to indicate the response message transmitted by the fe-
mote BBW, as a resultofthe soliciting (poll) command.

Theg use of the P/E bit'is described 6.3.3.

5.24.4 SR Commands and Responses

5.2.4.4.1-Information (SR_I) command

The funetion of the information (SR_I) command is to transfer across a data link a sequentially num-
bered message containing an miormation field.

The SR_I message command carries the mapped byte-encoded Class 2, 3, 4 or F frames. The fol-
lowing steps are involved in generating the SR_I message:
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a) Constructing the SR_I message payload by prefixing the proper 32-bit SOF delimiter to the in-
coming FC-Header, FC frame-payload, and the CRC, and appending the corresponding 32-bit

EOF delimiter to the CRC.

NOTE 4 The original Fibre Channel frame CRC field remains and the sender does not have to send a valid

CRC and the receiver does not have to validate the CRC

b) Constructing the 4-byte SR_Header and prefixing it to the SR_| message payload

Table 17 illustrates the format of the SR_I message information field (payload). The maximum size of
the BBW message is 2 152 bytes corresponding to a maximum size FC frame-payload of 2 112

bytes. The FC frame payload uses the SOF and EOF codes defined in Annex A.

Table 17 — SR_I message format

Field Description Size
(Bytes)
SR_Header 4
SOF 4
SR_I message FC-Header 24
payload FC frame-payload Min>0
(includes optional header) Max: 2 112
CRC 4
EOF 4

NOTE 5 SR protocol generated control messages do not carry-the SOF and the EOF fields nor the H
ers in the payload

5.2.4.4.2 Receive Ready (SR_RR) Command and Response
The Receive Ready (SR_RR) supervisory message is used by the BBW to:

a) indicate it is ready to receive a SR:I'message; and

b) acknowledge previously received SR_I messages numbered up to and including N(R){1.

C head-

—_

A SR_RR message may be used to indicate the clearance of a busy condition that was repmrted by

the earlier transmission of a SRYRNR message by the same device. in addition to indicating t
status, the SR_RR message 'with the P-bit set to 1 may be used to ask for the status of the
BBW.

5.2.4.4.3 Receive Not Ready (SR_RNR) Command and Response

e BBW
remote

The Receive Not-Ready (SR_RNR) supervisory message is used to indicate a busy condition; i.e.

temporary inability to accept additional incoming SR_I messages. SR_| messages numbereé
and including N(R)-1 are acknowledged. SR_| message N(R) and any subsequent SR_I me
received,)if any, are not acknowledged; the acceptance status of these SR_| messages shall
cated:ih subsequent exchanges.

In’addition to indicating the status, the SR_RNR command with the P-bit set to 1 may be usg

bd up to
ssages
be indi-

ed by a
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5.2.4.4.4 Selective Reject (SR_SREJ) Response

The SR_REJ supervisory message shall be used by a BBW to request retransmission of one or more
(not necessarily contiguous) SR_| messages. The N(R) field shall contain the sequence number of
the earliest SR_I message to be retransmitted and the information field (payload) shall contain, in as-
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cending order (32767 is higher than 32766 and 0 is higher than 32767 for modulo 32768), the se-
quence numbers of additional SR_I message(s), if any, in need of retransmission.

The payload field shall be encoded such that there is a 2-octet field for each standalone SR_I mes-
sage in need of retransmission, and a 4-octet span list for each sequence of two or more contiguous-
ly numbered SR_I messages in need of retransmission, as depicted in Table 18. In the case of the
standalone SR_I| messages, their identity in the payload field consists of the appropriate N(R) value
preceded by a 0 bit in the 2-octet field used. In the case of span lists, their identity in the payload field
consists of the N(R) value of the first SR_I| message in the span list preceded by a 1 bit in the 2-octet
field used, followed by the N(R) value of the last message in the span list preceded by a 1 bit in the 2-
octet field used.

Table 18 — SR_SREJ payload format

Field (Bs;:f:s)

<Bit1>=0 <Bits 2-16> = 1-N(R) of standalone SR_| message 2

<Bit1>=1 <Bits 2-16> = N(R) of first SR_I message in span list 2

<Bit1>=1 <Bits 2-16> = N(R) of last SR_I| message in span list 2

<Bit1>=0 <Bits 2-16> = N(R) of standalone SR_I message 2

<Bit 1> =1 <Bits 2-16> = N(R) of first SR_I message in span_list 2

<Bit 1> =1 <Bits 2-16> = N(R) of last SR_| message in-span list 2
NOTE 6 The maximum size of the BBW message payload carrying the SR_SREJ message is 2 148 byles
cqrresponding to a maximum possible encoding of 1074 standalone SR_| messages or a maximum possible

encoding of 537 span list sets.

If the P/F bit in a SREJ message is set to 1, then SR\ messages numbered up to N(R)-1 inclusive
(N(R) being the value in the SR_Header field), aré.considered as acknowledged. If the P/F bit ir] a
SREJ message is set to 0, then the N(R) in the SR_Header field of the SREJ message does not infi-
catg acknowledgement of SR_I messages.

The procedures to be followed on receipt@f Set Mode (SR_SM) command are specified in 6.3.5|7,
Regeiving a SR_SREJ response message.

5.24.4.5 Set Mode (SR_SM) Command
Theg SR_SM unnumbered command is used to initialize the BBW device.

No [nformation field is permitted with the SR_SM command. The transmission of a SR_SM command
indicates the clearance)of a busy condition that was reported by the earlier transmission of a SR_
RNR message by the’same BBW device. The BBW device confirms the acceptance of the SR_§M
conpmand by the-transmission, at the first opportunity, of a SR_UA response. Upon acceptance|of
thisjcommand,the BBW device send state variable V(S) and receive state variable V(R) are set to|0.

Preyiously<transmitted SR_| messages that are unacknowledged when this message is actioned fe-
maih uhaeknowledged. It is the responsibility of a higher layer to recover from the possible loss of the
contents of such SR | messages.

5.2.4.4.6 Disconnect (SR_DISC) Command

The SR_DISC unnumbered command is used to terminate the link that had been previously set. It is
used to inform the BBW receiving the SR_DISC command that the remote BBW is suspending oper-
ation. No information field is permitted with the SR_DISC command. Prior to actioning the SR_DISC
command, the BBW receiving the SR_DISC command confirms the acceptance of the SR_DISC
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command by the transmission of a SR_UA response. The BBW sending the SR_DISC command en-
ters the disconnected phase when it receives the acknowledging SR_UA response.

Previously transmitted SR_| messages that are unacknowledged when this command is actioned re-
main unacknowledged. It is the responsibility of a higher layer to recover from the possible loss of the
contents of such SR_| messages.

5.2.4.4.7 Unnumbered Acknowledgement (SR_UA) Response

The SR_UA unnumbered response is used by the BBW device to acknowledge the receipt and ac-
ceptance of the SR_SM mode setting command. Received mode-setting command is not actioned
until the SR_UA response is transmitted. The transmission of a SR_UA response indicates the clear-
ance of a busy condition that was reported by the earlier transmission of a SR_RNR message by that
same BBW device. No information field is permitted with the SR_UA response.

5.2.4.4.8 Disconnected Mode (SR_DM) Response

The SR_DM unnumbered response is used to report a status where a BBW is logically, discohnected
from the data link, and is in the disconnected phase. The SR_DM response may be. sent to jndicate
that the BBW has entered the disconnected phase without benefit of having received a SR_DISC
command, or, if sent in response to the SR_SM mode setting command, is s€nt’to inform thel remote
BBW that the BBW is still in the disconnected phase and cannot execute the . SR_SM set mogle com-
mand. No information field is permitted with the SR_DM response.

A BBW in a disconnected phase shall monitor received commands,and shall react to a SR_SM com-
mand as outlined in 6.3.4, SR procedure for data link set-up anddisconnection, and shall respond
with a SR_DM response with the F bit set to 1 to any other command received with the P bit $et to 1.

5.2.4.4.9 Message Reject (SR_FRMR) Response

The SR_FRMR unnumbered response is used by theBBW device to report an error condition not re-
coverable by retransmission of the identical message, i.e., at least one of the following conditions,
that results from the receipt of a valid message (s€e Table 19):

a) the receipt of a command or response SR_Header sub-field that is undefined;
b) the receipt of an invalid N(R) (defihed below); or

c) the receipt of a message with.@n information field that is not permitted or the receipt of & super-
visory or unnumbered message With incorrect length.

A valid N(R) shall be within the range from the lowest send sequence number N(S) of the st|ll unac-
knowledged message(s).to:the current BBW send state variable inclusive (or to the current|internal
variable x if the BBW is-in the timer recovery condition as described in 6.3.5.10, Awaiting acknowl-
edgement.

An information field that immediately follows the SR_Header consists of 9 octets, is returned With this
response and provides the reason for the SR_FRMR response. Table 19 shows the payload format.

5.2.4.5_Exception condition reporting and recovery

5.2.4:5.1 Exception Conditions

The error recovery procedures that are available to effect recovery following the detection/ocqurrence

Of an exception condition are described below. Exception condiions described are those situations
that may occur as the result of transmission errors, BBW device malfunction, or operational situa-
tions.
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5.2.4.5.2 Busy Condition

The busy condition results when the BBW is temporarily unable to continue to receive SR_| messag-
es due to internal constraints, e.g. receive buffering limitations. In this case a SR_RNR message is
transmitted from the busy BBW. SR_| messages pending transmission may be transmitted from the
busy BBW prior to or following the SR_RNR message.

An indication that the busy condition has cleared is communicated by the transmission of a SR_UA
(only in response to a SR_SM command), SR_RR, SR_SREJ, or SR_SM message.

Table 19 — SR_FRMR payload format

Word

Bit
Number

Field

Size
(bits)

1-32

Rejected SR_Header Field

32

33

Setto 0

34-48

V(S) is the current send state variable
value at the BBW reporting the rejection
condition (bit 34= low-order bit)

15

49

C/R

C/R set to 1 indicates the rejected
message was a response;
C/R set to 0 indicates the\rejected
message was a command

50-64

V(R) is the current receivestate variable
value at the BBW reporting the rejection
condition (bit 50= low-order bit)

15

65

W set to 1 indicates that the SR_Header
field received and returned in bits 1
through.32'was undefined

66

X set'to 1 indicates that the SR_Header
field" received and returned in bits 1
through 32 was considered invalid
because the message contained a
payload that was not permitted with this
type of message or is a supervisory or
unnumbered message with incorrect
length. Bit W shall be set to 1 in
conjunction with this bit.

67

Reserved

68

Z set to 1 indicates that the SR_Header
field received and returned in bits 1
through 32 contained an invalid N(R)

69-72

Setto 0

73-96

Reserved

24

5.2.4.5.3 N(S) Sequence Error Condition

The information field of all SR_I messages received whose N(S) is not in the range V(R) and V(R)+k-
1 inclusive, shall be discarded. The information field of all SR_I messages received by the BBW
whose N(S) is in the range V(R) and V(R) + k -1 inclusive, shall be saved in the receive buffer.
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An N(S) sequence error exception condition occurs in the receiver when a SR_| message received
contains an N(S) that is not equal to the receive state variable V(R) at the receiver. The receiver does
not acknowledge (increment its receive state variable), the SR_I message causing the sequence er-
ror, or any SR_I message that may follow, until a SR_I message with the correct N(S) is received.

A BBW device that receives one or more valid SR_I messages having sequence errors or subse-
quent supervisory messages (SR_RR, SR_RNR, and SR_SREJ) shall accept the N(R) field and the
P or F bit to perform data link control functions, e.g. to receive acknowledgement of previously trans-
mitted SR_| messages and to cause the BBW to respond (P bit set to 1).

The means specified in 5.2.4.5.3.1, SR_SREJ recovery and 5.2.4.5.3.2, Time-out recovery shall be
available for initiating the retransmission of lost or errored SR_I messages following the occurrence
of an N(S) sequence error condition.

9.2.4.5.3.1 SR_SREJ recovery

The SR_SREJ message shall be used to initiate more efficient error recovery by selectively fequest-
ing the retransmission of one or more (not necessarily contiguous), lost or errored SR I megsage(s)
following the detection of sequence errors, rather than requesting the retransmissionof all SR_I mes-
sages. When a BBW receives an out-of-sequence message, the SR_| message|shall be sayed in a
receive buffer. The SR_I message shall be delivered to the upper layer only when all SR_I mgssages
numbered below N(S) are correctly received. If message number N(S) -1 has'not been receiyed pre-
viously, then a SR_SREJ response message with the F bit set to 0 shalkbe transmitted, that gontains
the sequence numbers of the block of consecutive missing SR_I meéssages ending at N(S)-1. The
BBW on receiving such a SR_SREJ message shall retransmit allfequested SR_| messaggs. After
having retransmitted these SR_I messages, the BBW may transmit new SR_I messages, if they be-
come available.

When a BBW receives a command message with the Rbit set to a 1, if there are out-of-sgquence
SR_| messages saved in the receive buffer, it shall transmit a SR_SREJ message with the F it set to
1, that contains a complete list of missing sequence/numbers. The BBW on receiving such a SR_
SREJ message shall retransmit all requested SR*| messages, except those that were tranismitted
subsequent to the last command message with the P bit set to 1.

5.2.4.5.3.2 Time-out Recovery

If a BBW, due to a transmission error,;does not receive (or receives and discards) a single SR_| mes-
sage or the last SR_I message in a'sequence of SR_| messages, it shall not detect a N(S) sgquence
error condition and, therefore, shall not transmit a SR_SREJ message.

The BBW that transmitted thecunacknowledged SR_| message(s) shall, following the completion of a
system specified time-qut'period (see 6.3.5.2, Sending new SR_I messages and 6.3.5.10, Awaiting
acknowledgements), send a supervisory command message (SR_RR or SR_RNR) with the P bit set
to 1. SR_I messages'shall be retransmitted on the receipt of a SR_RR response message with the F
bit set to 1 or . SR) SREJ message.

5.2.4.5.4 Invalid message condition

Any message that is invalid shall be discarded, and no action is taken as the result of that mgssage.
An invalid message is defined as one that contains:

a) the BBW_Header defined in Table 9 with an invalid encoding

b) the SR_Header defined in Table 13 with an invalid encoding.

5.2.4.5.5 Message rejection condition

A message rejection condition is established upon the receipt of an error-free message with one of
the conditions listed in 5.2.4.4.9, Message Reject (SR_FRMR) response. At the BBW, this message
rejection exception condition is reported by a SR_FRMR response for an appropriate BBW action.
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Once a BBW has established such an exception condition, no additional SR_| messages are accept-
ed until the condition is reset by the remote BBW, except for examination of the P bit. The SR_FRMR
response may be repeated at each opportunity as described in 6.3.7.3, until recovery is effected by
the remote BBW, or until the BBW initiates its own recovery in case the remote BBW does not re-
spond.
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6 The SR and SFC Protocol Procedures

6.1 Applicability
This clause only applies to FC-BB-2_ATM and FC-BB-2_SONET. SR Protocol.
The SR protocol is described in 6.2 and 6.3, and the SFC protocol in 6.4.

6.2 SR Protocol Overview

The Selective Retransmission (SR) protocol is an efficient sliding window link-layer full-duplex proto-
col that supports both the flow control and error recovery functions. SR has been adopted from ITU’s
Link Access Protocol B (LAPB), that was derived from ISO/IEC’s High-level Data Link Control
(HDLC) (Balanced Classes). Use of LAPB in SR is limited to a subset of the synchronous modulo

32768 suner seauence numberinga service aption
L =1 ~ Lol

SR works between two BBW devices. See Figure 5. SR flow control works by streaming
messages within an allowed window (bounded by the system parameter k), and awaitgyackno
ments before sending more messages. Acknowledgements indicate which messages.were ¢
received and there is a provision for requesting retransmission of “selected” messages in the
window. Fibre Channel Sequences and Exchanges are not visible to the SR-Flow Control

and it only sees the BBW messages constructed from the FC frames.

Some bengfits of the SR protocol are summarized below:

a)

b)

BBW

Protocol

ATM/SONET
| Network Interface

Flow Control ‘ S .’ Flow Control

ATM/ SONET

Network

BBW

Protocol

| ATM/SONET |
| Network Interface |

Figure 5 — SR Flow Control Protocol Between two BBWs

It is used for reliable transport of all Class 2, 3, 4 and F frames between two BBW devi

It synchronizes the BBW Sender and the BBW Receiver at the BBW message level

multiple
wledge-
orrectly
current
brotocol

ces

It optimizes buffer management at the BBW devices

It acts as a congestion avoidance technique to match the capacity of the sender to the capacity
of the network that carries the payload.

It ensures correct delivery of messages (an error control and recovery function).
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f) It provides a continuous stream of traffic across the WAN thus leading to a higher throughput,
i.e., optimizes bandwidth utilization at each BBW device.

The 9 different SR messages listed in Table 16 have a correspondence to the LAPB frame-types.
Note that only the information transfer SR_I message is flow-controlled while all other messages are
control messages of the protocol.

The SR protocol specifies the maximum number (k) of outstanding messages at any given time. k is
a system parameter that is not negotiated and fixed in a given implementation. The value of this sys-
tem parameter depends on the WAN delay characteristics and the number of buffers available. Typi-
cally, the value of k is expected to be far below the maximum number of 32767.

The following subclauses describe the SR protocol procedures and reference the different message
fields discussed in Clause 5.

6.3| Description of the SR procedure
6.31 SR mode of operation

The SR protocol shall be limited to a subset of the synchronous modulo 32768 super sequence num-
bering service option operation of the LAPB protocol. See 5.2.4 for a description of the SR BBW mags-
sagp formats.The mode-setting command employed to initialize (set-up) or reset:the protocol is the
SR|SM command.

6.32 SR procedure for addressing
An Address bit-field identifies a message as either a command or a response.

Thig field is used in conjunction with the Poll/Final bit.

6.33 SR procedure for the use of the P/F bit

Thg BBW receiving a SR_SM, SR_DISC, supervisory cammand (SR_RR, SR_RNR, SR_SREJ), [or
SR]|I message with the P bit set to 1 shall set the F bit te/1'in the next response message it transmis.

The response message returned by the BBW to a SR> SM or SR_DISC command with the P bit set|to
1 shall be a SR_UA or SR_DM response with the’F bit set to 1.

The response message returned by the BBV 6 a SR_| message with the P bit set to 1, received dir-
ing the information transfer phase, shall.bg;a SR_RR, SR_SREJ, SR_RNR, or SR_FRMR responge
with the F bit set to 1.

Theg response message returned. by'the BBW to a supervisory command with the P bit set to 1, re-
ceifed during the information transfer phase, shall be a SR_RR, SR_RNR, SR_SREJ or SR_FRMR
response with the F bit set to(1;

Thd response message.returned by the BBW to a SR_I message or supervisory message with thg P
bit get to 1, received during the disconnected phase, shall be a SR_DM response with the F bit set|to
1.

Thg P bit may/bé-used by the BBW in conjunction with the timer recovery condition (see 6.3.5.10,
Awaiting Acknowledgement).

6.3.4 SR procedure for data link set-up and disconnection

6.3.4-

The BBW shall indicate to the SR protocol layer that it is able to set up the data link after it has provi-
sioned an underlying ATM VC or a SONET Path.

Either BBW may initiate data link set-up. Prior to initiation of data link set-up, either BBW may initiate
data link disconnection (see 6.3.4.3, Data link disconnection) for the purpose of ensuring that both
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BBW devices are in the same phase. A BBW may also transmit an unsolicited SR_DM response to
request the remote BBW to initiate data link set-up.

The BBW shall initiate data link set-up by transmitting a SR_SM command. If, upon correct receipt of
the SR_SM command, the BBW device determines that it may enter the information transfer phase, it
shall return a SR_UA response to the sender, reset its send and receive state variables V(S) and
V(R) to zero and shall consider that the link is set up.

If, upon receipt of the SR_SM command, the BBW device determines that it cannot enter the informa-
tion transfer phase, it shall return a SR_DM response as a denial to the link set up initialization and
shall consider that the data link is not set up. In order to avoid misinterpretation of the SR_DM re-
sponse received, it is suggested that the BBW always send its SR_SM command with the P bit set to
1. Otherwise, it is not possible to differentiate a SR_DM response intended as a denial to data link set
up from a SR_DM response that is issued in a separate unsolicited sense as a request for a mode-

setting command (as described in 6.3.4.4.2).

The BBW device shall initiate link set up by transmitting a SR_SM command and starting_its Timer T1
in order to determine when too much time has elapsed waiting for a reply (see 6,3:8/1, Timer T1).
Upon reception of a SR_UA response, the BBW shall reset its send and receive-state variables V(S)
and V(R) to zero, shall stop its Timer T1, and shall consider that the link is set upZ Upon recgption of
a SR_DM response as a denial to the link set-up initialization, the BBW shall-stop its Timer|T1 and
shall consider that the link is not set up.

The BBW having sent the SR_SM command, shall ignore and discard any messages except a SR_
SM, or SR_DISC command, or a SR_UA or SR_DM response received from the remote BBW. The
receipt of a SR_SM or SR_DISC command results in a collision-situation that is resolved per|6.3.4.5,
Collision of unnumbered commands below. Messages othérthan the SR_UA and the SR |DM re-
sponses sent in response to a received SR_SM or SM_DBRISC command shall be sent only gfter the
link is set up and if no outstanding SR_SM command exists.

After the BBW sends the SR_SM command, if a SRLUA or SR_DM response is not received ccorrect-
ly, Timer T1 shall run out in the BBW. The BBW,_shall then resend the SR_SM command and ghall re-
start Timer T1. After transmission of the SR_SM'command N2 times by the BBW, appropriat¢ higher
layer recovery action shall be initiated. Thealue of N2 is defined in 6.3.8.3, Maximum numbgr of at-
tempts to complete a transmission N2.

6.3.4.2 Information transfer phase

After having transmitted the SR~UA response to the SR_SM command or having received the SR_
UA response to a transmitted SR_SM command, the BBW shall accept and transmit SR_I mgssages
and supervisory messages((SR_RR, SR_RNR, and SR_SREJ) according to the procedures|defined
in 6.3.5, Procedures for{information transfer when using multi-selective reject.

When receiving the'\SR_SM command while in the information transfer phase, the BBW shall con-
form to the data link'resetting procedure described in 6.3.7, SR procedure for data link resetting.

6.3.4.3 Datalink disconnection

The BBW<shall initiate a disconnect of the link by transmitting a SR_DISC command. On correctly re-
ceiving.@ SR_DISC command in the information transfer phase, the BBW shall send a SR| UA re-
sponse and enter the disconnected phase. On correctly receiving a SR_DISC command in the
disconnected phase, the remote BBW shall send a SR_DM response and remain in the discopnected

phase. In order 10 avoid misinterpretation of the SKR_DM response received, 1t Is suggested that the
BBW always sends it SR_DISC command with the P-bit set to 1. Otherwise, it is not possible to differ-
entiate a SR_DM response intended as an indication that the device is already in the disconnected
phase from a SR_DM response that is issued in a separate unsolicited sense as a request for a
mode setting command (SR_SM) as described in 6.3.4.4.2.
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The BBW shall initiate a disconnect of the data link by transmitting a SR_DISC command and starting
its Timer T1 (see 6.3.8.1, Timer T1 below). Upon reception of a SR_UA response from the remote
BBW, the BBW shall stop its Timer T1 and shall enter the disconnected phase. Upon reception of a
SR_DM response from the remote BBW as an indication that the remote BBW was already in the dis-
connected phase, the BBW shall stop its Timer T1 and shall enter the disconnected phase.

The BBW having sent the SR_DISC command shall ignore and discard any messages except a SR_
SM or SR_DISC command, or a SR_UA or SR_DM response received from the remote BBW. The
receipt of a SR_SM or SR_DISC command from the remote BBW shall result in a collision situation
that is resolved per 6.3.4.5, Collision of unnumbered commands below.

After the BBW sends the SR_DISC command, if a SR_UA or SR_DM response is not received cor-
rectly, Timer T1 shall run out in the BBW The BBW shall then resend the SR_DISC command and
sha

in the disconnected phase, the BBW may initiate data link set-up. innthe disconnected phase, the
BB\V shall react to the receipt of a SR_SM command as described in'6.3.4.1, Data link set-up aboje
and| shall transmit a SR_DM response in answer to a received SRZDISC command. When receiving
any|other command (defined or undefined) with the P-bit set to\1, the BBW shall transmit a SR_OM
response with the F-bit set to 1. Other messages received in the disconnected phase shall be ignorgd
by the BBW.

6.3.4.4.2 Procedure 2

When the BBW enters the disconnected phase after detecting error conditions as listed in 6.3.6, $R
confitions for data link resetting or data link relinitialization (data link set-up) below, or after an inter-
nal malfunction, it may indicate this by sending a SR_DM response rather than a SR_DISC com-
mand. in these cases, the BBW shall transmit a SR_DM response and start its Timer T1 (see 6.3.8|1,
Timeer T1 below).

If Timer T1 runs out before the reception of a SR_SM or SR_DISC command from the remote BBV,
the BBW shall retransmit the SR-DM response and restart Timer T1. After retransmission of the SR
DMijresponse N2 times, the BBW shall remain in the disconnected phase and appropriate recovery
actipns shall be initiated. The value of N2 is defined in 6.3.8.3, Maximum number of attempts to com-
plete a transmission N2:

Alternatively, afteran-internal malfunction, the BBW may either initiate a data link resetting procedure
(se¢ 6.3.7, SR pracedure for data link resetting) or disconnect the data link (see 6.3.4.3, Data link djs-
conpection) prior to initiating a data link set-up procedure (see 6.3.4.1, Data link set-up).

6.3.4.5 Collision of unnumbered commands

6.3.

If the sent and received unnumbered commands are the same, the BBWSs shall each send the SR_
UA response at the earliest possible opportunity. The BBW shall enter the indicated phase either:

ure 1

a) after receiving the SR_UA response;

b) after sending the SR_UA response; or
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c) after timing out waiting for the SR_UA response having sent a SR_UA response.

in the case of (b) above, the BBW shall accept a subsequent SR_UA response to the mode-setting
command it issued without causing an exception condition if received within the time-out interval.

6.3.4.5.2 Procedure 2

If the sent and received unnumbered commands are different, the BBWSs shall each enter the discon-
nected phase and issue a SR_DM response at the earliest possible opportunity.

6.3.4.6 Collision of SR_DM response with SR_SM or SR_DISC command

When a SR_DM response is issued by the BBW as an unsolicited response to request the remote
BBW to issue a mode-setting command as described in 6.3.4.4, Disconnected Phase, a collision be-
tween a SR_SM or SR_DISC command and the unsolicited SR_DM response may occur. in order to

avoid misinterpretation of the SR_DM response received, the remote BBW always sends its [SR_SM
or SR_DISC command with the P-bit set to 1.

6.3.4.7 Collision of SR_DM responses

A contention situation may occur when both the BBWs issue a SR_DM response. In this case, either
BBW may issue a SR_SM command to resolve the contention situation.

6.3.5 Procedures for information transfer using multi-selective reject

6.3.5.1 Procedures for SR_I messages

The procedures that apply to the transmission of SR_| messages in each direction during the infor-
mation transfer phase using multi-selective reject are described-below.

In the following, “number one higher” is in reference to a continuously repeated sequence sefies, i.e.
32 767 is one higher than 32 766 and 0 is one higherthan 32 767 for modulo 32 768 series.

The term “outstanding poll condition” is used to indicate the condition when the BBW has sen{ a com-
mand message with the P bit set to 1 and has not yet received a response message with the F bit set
to 1.

6.3.5.2 Sending new SR_I messages

When the BBW has a new SR_I message to transmit (i.e., a SR_I message not already trangmitted),
it shall transmit it with a N(S) equal{o its current send state variable V(S), and a N(R) equal tq its cur-
rent receive state variable V(R)_At the end of the transmission of the SR_I message, it shdll incre-
ment its send state variable \K(S) by 1.

If the BBW Timer T1 is fotrunning at the time of transmission of the SR_I| message, it shall be start-
ed.

If the BBW sendstate variable V(S) is equal to the last value N(R) received plus k (where [k is the
maximum number of outstanding SR_I frames; see 6.3.8.4, Maximum number of outstanding SR_|I
messages « below), the BBW shall not transmit any new SR_I frames.

If the remote BBW is busy, the BBW shall not transmit any new SR_| messages.

When.the BBW is in the busy condition, it may still transmit SR_| messages, provided that thel remote
BBW is not busy.

6.3.5.3 Receiving an in-sequence SR_| message

When the BBW is not in a busy condition and receives a valid SR_| message whose send sequence
number N(S) is equal to its receive state variable V(R), the BBW shall accept the information field of
this message and increment by one the receive state variable V(R). If the SR_I message, whose
N(S) is equal to (the incremented value of) V(R), is present in the receive buffer, then the BBW shall
remove it from the receive buffer, deliver it to the upper layer increment V(R) by one; the BBW shall
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repeat this procedure until V(R) reaches a value such that the SR_| message whose N(S) is equal to
V(R) is not present in the receive buffer. The BBW shall then take one of the following actions:

a)

b

—

Wh

If the BBW is still not in a busy condition:

i) If the P-bitis set to 1, then the BBW shall transmit a response message with the F bit set to
1, as specified in 6.3.5.12, Responding to command messages with the P bit set to 1.

i) Otherwise, if a SR_I message is available for transmission (as specified in 6.3.8.4, Maxi-
mum number of outstanding SR_I messages k), the BBW shall act as described in 6.3.5.2,
Sending new SR_I messages and acknowledge the received SR_I message by setting N(R) in
the SR_Header field of the next transmitted SR_| message to the value of the BBW receive
state variable V(R), or the BBW shall acknowledge the received SR_| message by transmitting

a SR RR message with the N(R) equal to the value of the BBW receive state variable V(R)

BBW receive state variable V(R)

bn the BBW is in a busy condition, it may ignore the information field contained in any receiv

SR]| message.

6.3.5.4 Reception of invalid messages

Wh

bn the BBW receives an invalid message (see 5.2.4.5.4), it shall discard the message.

6.3.,5.5 Reception of out-of-sequence SR_| messages

Wh

que

perform one of the following actions:

ti

—

bn field of the SR_I message. If the P bit ofithe SR_I message is set to 1, then the BBW sh

transmit a response message with the F hit'set to 1, as specified in 6.3.5.12, Responding to co
mand messages with the P bit set to 1.

If N(S) is greater than V(R) and.less than V(R) + k, then it shall save the SR_| message in t

¢ceive buffer. It shall then perform-one of the following actions:

sage with the F bit set to 1, as specified in 6.3.5.12, Responding to command messages with t
P bit set to 1.

shall transmit a SR_SREJ response message with the F bit set to 0. The BBW shall create a
of,cantiguous sequence numbers N(X), N(X)+1, N(X)+2,..., N(S)-1, where N(X) is greater than
equal to V(R) and none of the SR_I messages N(X) to N(S)-1 have been received. The N(|

2) Otherwise,(f the BBW is now in a busy condition, it shall transmit an SR_RNR message wjth
N(R) equal to'the value of the receive variable V(R), as specified in 6.3.5.9, BBW busy conditign.

iii) Otherwise, the BBW shall transmit a SR_RR message with N(R) equal to the value of-the

If the BBW is now in the busy condition, it shall transmit a SR_RNR message with N(R) equal
g the value of the BBW receive variable V(R) (see 6.3.5.9, BBW busy condition)

ed

en the BBW is not in a busy condition and it receives-a valid SR_| message whose send ge-
hce number N(S) is out-of-sequence, i.e. not equal tothe receive state variable V(R), then it shall

If N(S) is less than V(R) or greater than or équal to V(R) + k, then it shall discard the informa-

1) If the P bit of the SR-"l\message is set to 1, then the BBW shall transmit a response mgs-

3) Otherwise, if the SR_I message numbered N(S)-1 has not yet been received, then the BBW

ist
or
R)

field of the SR_SREJ message shall be set to N(X) and the information field set to the |
N(X)+1,...,N(S)-1. If the list of sequence numbers is too large to fit into the information field of t
SR_SREJ message, then the list shall be truncated to fit in one SR_SREJ message, by includi
only the earliest sequence numbers.

st
he

ng

When the BBW is in busy condition, it may ignore the information field contained in any received SR_
| message.
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6.3.5.6 Receiving acknowledgement

When correctly receiving a SR_I message or a supervisory message (SR_RR, SR_RNR,

or SR_

SREJ with the F bit set to 1), even in the busy condition, the BBW shall consider the N(R) contained

in this message as an acknowledgement for all the SR_I messages it has transmitted with a

N(S) up

to and including the received N(R)-1. The BBW shall stop the Timer T1 if the received supervisory
message has the F bit set to 1 or if there is no outstanding poll condition and the N(R) is higher than

the last received N(R) (actually acknowledging some SR_I messages).

If Timer T1 has been stopped by the receipt of a SR_I message, a SR_RR command mes

sage, a

SR_RR response message with the F bit set to 0 or a SR_RNR message, and if there are outstand-
ing SR_I messages still unacknowledged, the BBW shall restart Timer T1. If Timer T1 has been
stopped by the receipt of a SR_SREJ message with the F bit set to 1, the BBW shall follow the re-

transmission procedure in 6.3.5.7.2, Receiving a SR SREJ response message with the F bit

set to 1.

If Timer T1 has been stopped by the receipt of a SR_RR message with the F bit set to 1¢tH
shall follow the retransmission procedure in 6.3.5.11, Receiving a SR_RR response messa
the F bit set to 1.

6.3.5.7 Receiving a SR_SREJ response message

6.3.5.7.1 Receiving a SR_SREJ response message with the F bit set to;0

When receiving a SR_SREJ response message with the F bit set to 0, the BBW shall retrar
SR_I messages, whose sequence numbers are indicated in the N(R)-field and the informatior
the SR_SREJ message, in the order specified in the SR_SREJ méssage. Retransmission sh
form to the following:

a) Ifthe BBW is transmitting a supervisory or SR_| message when it receives the SR_SR

e BBW
ge with

smit all
field of
all con-

FJ mes-

sage, it shall complete that transmission before commencing transmission of the request¢d SR_I

messages.

b) If the BBW is transmitting an unnumberedi\command or response message when it 1
the SR_SREJ message, it shall ignore the request for retransmission.

c) If the BBW is not transmitting any_ message when it receives the SR_SREJ message
commence transmission of the requested SR_I messages immediately.

If there is no outstanding poll condition, then a poll shall be sent, either by transmitting a
command (or SR_RNR command‘ifthe BBW is in the busy condition) with the P bit setto 1 o
ting the P bit in the last retransmitted SR_I message and Timer T1 shall be restarted.

If there is an outstanding poll condition, then Timer T1 shall not be restarted.

6.3.5.7.2 Receiving a SR_SREJ response message with the F bit set to 1

When receiving @ SR_SREJ response message with the F bit set to 1, the BBW shall retrar
SR_I messages,jwhose sequence numbers are indicated in the N(R) field and the informatior
the SR_SREJ. message, in the order specified in the SR_SREJ message, except those me
that werg.sent after the message with the P bit set to 1 was sent. Retransmission shall confor
following:

eceives

it shall

SR_RR
by set-

smit all
field of
ssages
m to the

a)’ If the BBW is transmitting a supervisory message or SR_I message when it receives 1he SR_

SREJ message, it shall complete that transmission before commencing transmission o

the re-

quested SR_I| messages.

b) If the BBW is transmitting an unnumbered command or response when it receives t
SREJ message, it shall ignore the request for retransmission.

c) If the BBW is not transmitting any message when it receives the SR_SREJ message
commence transmission of the requested SR_I messages immediately.

he SR_

, it shall
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If any messages are retransmitted, then a poll shall be sent, either by transmitting a SR_RR com-
mand (or SR_RNR command if the BBW is in the busy condition) with the P bit set to 1 or by setting
the P bit in the last retransmitted SR_I message.

Timer T1 shall be restarted.

6.3.5.8 Receiving a SR_RNR message

After receiving a SR_RNR message, the BBW shall stop transmission of SR_| messages until a SR_
RR or SR_SREJ message is received.

The BBW shall start Timer T1, if necessary, as specified in 6.3.8.1.

When Timer T1 runs out before receipt of a busy clearance indication, the BBW shall transmit a su-
pervisory message (SR_RR, SR_RNR), with the P bit set to 1 and shall restart Timer T1, in order to
deté¢rmine if there is any change in the receive status of the remote BBW. The remote BBW shall te-
spopd to the P bit set to 1 with a supervisory response message (SR_RR, SR_RNR, SR_SREJ), wjth
the F bit set to 1 indicating continuation of the busy condition (SR_RNR message) or clearance of the
busly condition (SR_RR, SR_SREJ). Upon receipt of the remote BBW response, Timer:I 1"shall pe
stopped.

QO

If the response is a SR_RR message, the busy condition shall be assumed-io be cleared ahd
He BBW may retransmit messages as specified in 6.3.5.11, Receiving a SR RR response mgs-
hge with the F bit set to 1. New SR_| messages may be transmitted as specified in 6.3.5.2, Serd-
rg new SR_I messages.

= n =

b) If the response is a SR_SREJ message, the busy condition,shall be assumed to be clearpd
ahd the BBW may retransmit messages as specified in 6.3.5.7.2-Receiving a SR_SREJ response
message with the F bit set to 1. New SR_I messages may be transmitted as specified in 6.3.5(2,
Sending new SR_| messages.

c] If the response is a SR_RNR message, the busy-condition shall be assumed to still exist ahd
the BBW, after a period of time (for example the duration of Timer T1), shall repeat the enquiry|of
the remote BBW receive status.

If Timer T1 runs out before a status response isreceived, the enquiry process above shall be repegt-
ed. [f N2 attempts to get a status response fail;"the BBW shall initiate link resetting procedure as de-
scriped in 6.3.7, SR procedures for data.link'resetting.

If, gt any time during the enquiry progess, an unsolicited SR_RR or SR_SREJ message is received
from the remote BBW, it shall be_considered to be an indication of clearance of the busy conditign.
Shduld the unsolicited SR_RR.message be a command message with the P bit set to 1, the approgri-
ate response message with the F bit set to 1 shall be transmitted (see 6.3.5.12, Responding to copn-
mand messages with the P bit set to 1) before the BBW may resume transmission of SR_I
megsages. The BBW shall not clear the poll outstanding condition. The BBW shall not stop Timer T1.
If an unsolicited SR-SREJ message is received, then the BBW shall perform retransmissions ps
spegified in 6.3.5.%.1,"Receiving a SR_SREJ response message with the F bit set to 0.

6.3.5.9 BBW-busy condition

When the BBW enters a busy condition, it shall transmit a SR_RNR message at the earliest opporfu-
nity] The-SR_RNR message shall be a command frame with the P bit set to 1 if an acknowledged
transfer of the hney condition indication is rpquirpd' otherwise the SR RNR message may be a com-
mand or response message. While in the busy condition, the BBW shall accept and process supervi-
sory messages, accept and process the N(R) field of SR_I, SR_RR and SR_SREJ messages with
the F bit set to 1, and return a SR_RNR response with the F bit set to 1 if it receives a supervisory
command or SR_I command message with the P bit set to 1. Received SR_I messages may be dis-
carded or saved as specified in 6.3.5.3, Receiving an in-sequence SR_I message, and 6.3.5.5, Re-
ception of out-of-sequence SR_| messages; however, SR_RR or SR_SREJ messages shall not be
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transmitted. To clear the busy condition, the BBW shall transmit a SR_RR message, with the N(R)
field set to the current receive state variable V(R). The SR_RR message shall be a command mes-
sage with the P bit set to 1 if an acknowledged transfer of the busy-to-non-busy transition is required;
otherwise the SR_RR message may be either a command or response message.

6.3.5.10 Awaiting acknowledgement

If the Timer T1 runs out while waiting for the acknowledgement of a SR_I message from the remote
BBW, the BBW shall restart Timer T1 and transmit an appropriate supervisory command message
(SR_RR, SR_RNR) with the P bit set to 1. The BBW may transmit new SR_I messages after sending
this enquiry message.

If the BBW receives a SR_SREJ response message with the F bit set to 1, the BBW shall restart Tim-
er T1 and retransmit SR_| messages as specified in 6.3.5.7.2, Receiving a SR_SREJ response mes-

sage with the F bit setto 1

If the BBW receives a SR_SREJ response message with the F bit set to 0, the BBW shall-refransmit
SR_I messages as specified in 6.3.5.7.2, Receiving a SR_SREJ response message with the | bit set
to 1

If the BBW receives a SR_RR response message with the F bit set to 1, the BBW shall restaft Timer
T1 and retransmit SR_| messages as specified in 6.3.5.11, Receiving a SRCRR response message
with the F bit set to 1.

If the BBW receives a SR_RR response message with the F bit set to'Q, or a SR_RR command mes-
sage or SR_| message with the P bit set to 0 or 1, the BBW shall netrestart Timer T1, but usg the re-
ceived N(R) as an indication of acknowledgement of transmittedhSR_I messages up to and including
SR_I message numbered N(R)-1.

If Timer T1 runs out before a supervisory response message with the F bit set to 1 is receiyed, the
BBW shall retransmit an appropriate supervisory comimand message (SR_RR, SR_RNR) with the P
bit set to 1. After N2 such attempts, the BBW shallinitiate a link resetting procedure as desdribed in
6.3.7, SR procedure for data link resetting.

6.3.5.11 Receiving a SR_RR response messages with the F bit set to 1

When receiving a SR_RR response message with the F bit set to 1, the BBW shall process the N(R)
field as specified in 6.3.5.6, Receivingiacknowledgements. If there are outstanding SR_| mgssages
that are unacknowledged and no new SR_I messages have been transmitted subsequent to[the last
message with the P bit set to 1, then the BBW shall retransmit all outstanding SR_I messageg except
those that were sent after theimessage with the P bit set to 1 was sent. Retransmission shall ¢gonform
to the following:

a) If the BBW is_ transmitting a supervisory or SR_I message when it receives the SR_RR mes-
sage, it shall complete that transmission before commencing transmission of the requested SR _|I
messages.

b) If the.BBW is transmitting an unnumbered command or response when it receives the |SR_RR
messagge; it shall ignore the request for retransmission.

¢) \If the BBW is not transmitting any message when it receives the SR_RR message| it shall
commence transmission of the requested SR_I messages immediately.

[T any messages are retransmitied, then a poll shall be sent, elther by transmitting @ SKR_RR com-
mand (or SR_RNR command if the BBW is in the busy condition) with the P bit set to 1 or by setting
the P bit in the last retransmitted SR_| message.

The Timer T1 shall be stopped. If any SR_I messages are outstanding, then Timer T1 shall be start-
ed.
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6.3.5.12 Responding to command messages with the P bit set to 1

When receiving a SR_RR or SR_RNR or SR_I command message with the P bit set to 1, the BB
shall generate an appropriate response message as follows:

E)

W

a) If the BBW is in the busy condition, it shall transmit a SR_RNR response message with the F
bit set to 1.

b) If there are some out-of-sequence messages in the receive buffer, then it shall transmit a SR_
SREJ message with the F bit set to 1; N(R) shall be set to the receive state variable V(R) and the
information field set to the sequence numbers of all missing SR_I messages, except V(R). If the list
of sequence numbers is too large to fit in the information field of the SR_SREJ message, then the

list shall be truncated by including only the earliest sequence numbers.

c . . . , - .
sage with the F bit set to 1 shall be sent.

6.3J6 SR conditions for data link resetting or data link re-initialization (data link set-up)

6.3J6.1 Condition 1

When a BBW receives, during the information transfer phase, a message that'is not valid (sge

5.24.5.4) with one of the conditions listed in 5.2.4.4.9, the BBW shall request the-remote BBW to ihi-

tiatg¢ a data link resetting procedure by transmitting a SR_FRMR response to'thie remote BBW as de-

scriped in 6.3.7.3.

6.3.6.2 Condition 2

When the BBW receives, during the information transfer phase,"a~SR_FRMR response from the re-

mofe BBW, the BBW shall either initiate the data link resettitig procedures itself as described|in

6.3)7.2 or return a SR_DM response to ask the remote BBV to initiate the data link set-up (initializa-

tion) procedure as described in 6.3.4.1, Data link set-up>After transmitting a SR_DM response, the

BB\V shall enter the disconnected phase as described ih 6.3.4.4.2.

6.3J6.3 Condition 3

When the BBW receives, during the information.transfer phase, a SR_UA response, or an unsolicited

response with the F bit set to 1, the BBW may either initiate the data link resetting procedures itsglf

as described in 6.3.7.2, or return a SR_DM response to ask the remote BBW to initiate the data link

set-up (initialization) procedure as described in 6.3.4.1, Data link set-up. After transmitting a SR_OM

response, the BBW shall enter the disconnected phase as described in 6.3.4.4.2.

6.36.4 Condition 4

When the BBW receives,«during the information transfer phase, a SR_DM response from the remqte

BB\V, the BBW shall.either initiate the data link set-up (initialization) procedure as described|in

6.3.4.1, Data link set-up; or return a SR_DM response to ask the remote BBW to initiate the data link

set-up (initialization)-procedures as described in 6.3.4.1, Data link set-up. After transmitting a SR_OM

response, the BBW shall enter the disconnected phase as described in 6.3.4.4.2.

6.3[7 SR-procedure for data link resetting

6.3.[7.1/Procedure 1

The data link resetting procedure is used to initialize both directions of information transfer according
to the procedure below. The data link resetting procedure only applies during the information transfer

phase.
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6.3.7.2 Procedure 2

Either BBW may initiate a data link reset procedure.The data link reset procedure indicates a clear-
ance of a BBW and/or remote BBW busy condition, if present.

The remote BBW shall initiate a data link resetting by transmitting a SR_SM command to the BBW. If,
upon correct receipt of the SR_SM command, the BBW determines that it is able to continue in the in-
formation transfer phase, it shall return a SR_UA response to the remote BBW, shall reset its send
and receive state variables V(S) and V(R) to zero, and shall remain in the information transfer phase.
If, upon the receipt of the SR_SM command, the BBW determines that it cannot remain in the infor-
mation transfer phase, it shall return a SR_DM response as a denial to the resetting request and shall
enter the disconnected phase.

The BBW shall initiate a data link resetting by transmitting a SR_SM command to the remote BBW
—and startmgits Timer 1 1 (Se€ 6.3.8. 1, 1imer 1 1) gpon reception of @ SR_UATesponse from the re-
mote BBW, the BBW shall reset its send and receive state variables V(S) and V(R) to zero, shall stop
its Timer T1, and shall remain in the information transfer phase. Upon reception of;a 'SR |DM re-
sponse from the remote BBW as a denial to the data link resetting request, the BBWshall|stop its
Timer T1 and shall enter the disconnected phase.

The BBW, having sent a SR_SM command shall ignore and discard any messages received from the
remote BBW except a SR_SM or SR_DISC command, or a SR_UA or SR 1DM response. Theg receipt
of a SR_SM or SR_DISC command from the remote BBW shall result.ina collision situation that is
resolved per 6.3.4.5, Collision of unnumbered commands above. Messages other than the SR_UA or
SR_DM response sent in response to a received SR_SM or SR.DISC command shall be s¢nt only
after the data link is reset and if no outstanding SR_SM command ‘exists.

After the BBW sends the SR_SM command, if a SR_UA or‘SR’_DM response is not received [correct-
ly, Timer T1 shall run out in the BBW. The BBW shall thenp-resend the SR_SM command and ghall re-
start Timer T1. After N2 attempts to reset the data link{ the BBW shall initiate appropriate higher layer
recovery action and shall enter the disconnected phase. The value of N2 is defined in 6.3.8.8, Maxi-
mum number of attempts to complete a transmission N2 below.

6.3.7.3 Procedure 3

The BBW may ask the remote BBW to reset the data link by transmitting a SR_FRMR respor]se (see
6.3.6.1). After transmitting a SR_FRMR‘response, the BBW shall enter the message rejection condi-
tion.

The message rejection conditien.is cleared when the BBW receives a SR_SM command, a SR_DISC
command, a SR_FRMR response, or a SR_DM response; or if the BBW transmits a SR_SM com-
mand, a SR_DISC commard, or a SR_DM response. Other commands received while in the mes-
sage rejection condition-shall cause the BBW to retransmit the SR_FRMR response with the same
information field as_agriginally transmitted.

The BBW mayrstart Timer T1 on transmission of the SR_FRMR response. If Timer T1 runs|out be-
fore the message rejection condition is cleared, the BBW may retransmit the SR_FRMR regponse,
and restart T1. After N2 attempts (time outs) to get the remote BBW to reset the data link, the BBW
may reSet'the data link itself as described in 6.3.7.2. The value of N2 is defined in 6.3.8.3, Maximum
number of attempts to complete a transmission N2 below.

In‘the message rejection condition, SR_I messages and supervisory messages shall not be transmit-
ted Iuy the BBYW—Alsothe BBW-shatt igllwc anddiscard-the N(S) ard-mformationfretdsof any re-
ceived SR_I messages and the N(R) fields of any received SR_I| messages and supervisory
messages. When an additional SR_FRMR response shall be transmitted by the BBW as a result of
the receipt of a command message while Timer T1 is running, Timer T1 shall continue to run. Upon
reception of a SR_FRMR response (even during a message rejection condition), the BBW shall ini-
tiate a resetting procedure by transmitting a SR_SM command as described in 6.3.7.2, or shall trans-
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mit a SR_DM response to ask the remote BBW to initiate the data link set-up procedure as described
in 6.3.4.1, Data link set-up, and enter the disconnected phase.

6.3.8 List of SR system parameters

6.3.8.1 Timer T1
The same value of the Timer T1 shall be made known and agreed to by all BBWs.

The period of Timer T1, at the end of which retransmission of a message may be initiated (see 6.3.4,
SR procedures for data link set-up and disconnection and 6.3.5, Procedures for information transfer
using multi-selective reject above), shall take into account whether T1 is started at the beginning or
the end of the transmission of a message.

The proper operation of the procedure requires that the transmitter’'s Timer T1 be greater than the
maximum time between transmission of a message (SR_SM, SR_DISC, SR_1I, or supervisory com-
mamnd, or SR_DM or SR_FRMR response) and the reception of the corresponding message returngd
as gn answer to that message (SR_UA, SR_DM, or acknowledging message). Therefore, the-recejv-
er should not delay the response or acknowledging message returned to one of the above.messages
by more than a value T2, where T2 is a system parameter (6.3.8.2, Parameter T2).

BBW shall not delay the response or acknowledging message returned to ane-of the above re-
motfe BBW messages by more than a period T2.

period of parameter T2 shall indicate the amount of time available at the BBW before the ac-

of{the acknowledging message, the propagation time over'the access link, the stated processing times at the
BWSs, and the time to complete the transmission of the'message(s) in the BBW transmit queue that are nei-
r displaceable nor modifiable in an orderly manner:

Given a value for Timer T1 for the BBWSs, the yalue of parameter T2 shall be no larger than T1 minus
es the propagation time over the access data link, minus the message processing time at the
, minus the message processing time at the remote BBW, and minus the transmission time|of
cknowledging message by the BBW.

8.4 Maximum number of outstanding SR_I messages k

samesvalue of the k system parameter shall be made known and agreed to by the BBWs.

valUe of k shall indicate the maximum number of sequentially numbered SR_| messages that t

ceed 32767 for modulo 32768 operation.

C UU d OWICUygcTu) al alty Jive N Vaidc U d

NOTE 8 Annex C provides guidelines for selecting appropriate values of k and message size to maximize the
efficiency of links with long propagation delays.
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6.4 Simple Flow Control (SFC)

The Simple Flow Control (SFC) is a mechanism that requests the remote BBW from pausing trans-
mission for a time period defined by the number of time units in the PAUSE bytes of the BBW_Head-
er. Each time unit corresponds to a 512-bit (64 bytes) transmission time. A zero value in the PAUSE
bytes indicates that the remote BBW does not need to pause transmission. (The effect is the same as
non-use of flow control). If a subsequent message is received with the PAUSE field set to a value,
then the pause time is reset to this new value.

Use of SFC is optional and may result in the remote BBW simply ignoring the PAUSE bytes. In this
case, pausing is not accomplished.
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7 FC-BB-2_ATM Structure and Concepts

7.1 Applicability
This clause only applies to FC-BB-2_ATM.

Clause 4 discussed the FC-BB-2_ATM Reference Model. This clause discusses the FC-BB-2_ATM
Functional Model. Other FC-BB-2_ATM applicable clauses include Clause 5 (Messages and For-
mats), Clause 6 (SR Protocol Procedures), Clause 8 (Mapping and Encapsulation), and Clause 9
(Service Considerations).

7.2 FC-BB-2_ATM Overview

FC-BB-2_ATM is a Fibre Channel backbone transport protocol that tunnels AAL5 encapsulated FC

A BB-
he
lic

FC-BB-2_ATM devices that support B_Port do not require FC Switching. The FC-BB-2, ATM proto¢ol
conpmunication occurs between pairs of FC-BB-2_ATM devices. Although, the communication gc-
curg between pairs of FC-BB-2_ATM devices, a single FC-BB-2_ATM device may'communicate wjth
more than one device at the same time.

NPTE 9 The current scheme allows a FC-BB-2_ATM device to independently €onnect to more than one HC-
BB-2_ATM device, but does not specify a point-to-multipoint connection.

3 =
e o
s [ »
3 = =
o =
= : | & § . L8
a Q w . m
] 8 |'I° X
S f— O > 2
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b= I

FC-BB-2_ATM
- | ATM Connections
Switched
Legend:

—= _. Physical Link (e.g., SONET)
e —Fibre Channel Link
~49» [ndependent Communicating Pairs

Figure 6 — FC-BB-2_ATM Network Configuration

and a 4- byte BBW Header followed by the BBW message payload. The specrﬂc format and content
of the BBW message payload depends on the type of flow control protocol used. The BBW message
payloads carry byte-encoded SOF/EOF delimited Class 2, 3, 4 or F FC frames.

The BBW messages are encapsulated in ATM Adaptation Layer 5 (AAL5) format for carriage over
the ATM Network. The AAL5 encapsulated BBW messages are segmented into ATM cells and for-
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warded to the proper destination ATM address. FC-BB-2_ATM does not interpret the data content of
the FC frames other than capturing and retaining their SOF/EOF identities in the encapsulated FC
frame. As such, FC Sequences and Exchanges are not visible to the FC-BB-2_ATM Protocol. All
AALS5 encapsulated FC frames are transparently transported over the ATM network.

The LLC/SNAP Header indicates the payload type as Fibre Channel. (See 5.2.1.) The BBW_Header
indicates the type of flow control used - Selective Retransmission (SR), Simple Flow Control (SFC) or
none. The SR Protocol makes the transport of FC frames between two FC-BB-2_ATMs reliable. The
SR Protocol supports both flow control and error recovery functions. Use of the SR protocol is option-
al. When SR Flow Control is used, the 4 byte BBW_Header is followed by a 4-byte SR_Header which
is prefixed at the begin of the BBW message payload. (See 5.2.4). The SFC Protocol provides a
mechanism to temporarily pause the transmission of frames from a remote BBW device. Use of the
SFC protocol is optional. When SFC is used, the 4 byte BBW_Header is directly followed by the BBW

[MESSage paytoad. No SFCheader 15 prefixed or used-(See 5.2-37)

In-order delivery is guaranteed within the scope of an ATM Virtual Connection (VC) and-frames are
transmitted from the FC-BB-2_ATM in the same order as they are received.

7.3 FC-BB-2_ATM Functional Model

7.3.1 B_Port Network Interface

Figure 7 shows the Functional Model of the FC-BB-2_ATM. The Fibre Channel interface nominal port
rate is assumed to be full-rate, unless otherwise specified.

The FC-BB-2_ATM FC Interface supports one or more B-Ports thusrequiring the support of the FC-
0, FC-1, and FC-2 Levels. The B_Ports in general connect to different external FC switches, but con-
nectivity to the same FC switch is also allowed. B_Ports are‘dniquely identified by an 8-byte B_Port_
Name.

The FC-BB-2 initialization occurs across the B_Port intérface facing the FC network. The initiglization
of any generic B_Port is described in FC-SW-3. A’BvPort indicates its support for the ELP/HSC Pa-
rameters using the ELP/ESC exchange protocolthat is capable of parameter negotiation. Sihce FC-
BB-2 does not support Class 1, the Class 1 Rort Parameter VAL bit in the ELP shall be set to 0 (in-
valid). An ELP received at a B_Port may bedejected (SW_RJT) due to many reasons, includipg Port-
mismatch.

NOTE 10 Initialization across the ATIM WAN interface may use mechanisms similar to the one desgribed in
13.4.3.3.2.1.

7.3.2 ATM Network Interface

The ATM Network Interface’includes the PHY, ATM, and Adaptation Layers. The basic FG-BB-2_
ATM Reference Mode| supports one ATM port using different media types and/or different rates. The
ATM Adaptation Layer-5 (AAL5) is used for BBW message transport while the SAAL Adapfation is
used for ATM signaling. FC-BB-2_ATM may use either provisioned Permanent Virtual Circuit (PVC)
or Switched Virtual Connection (SVC) to transport messages. SVC requires the use of the User Net-
work Interface (UNI) Signaling Protocol specifying the desired Service Category, QoS and Traffic Pa-
rameters:Both Public UNI and Private UNI shall be supported.

7.3.33 " Mapping and Encapsulation

The FC-BB- 2 ATM creates the 8-byte LLC/SNAP Header and the 4- byte BBW Header that are pre-
P payload
depends on the type of flow control protocol used. The BBW message payload carries the byte-en-
coded SOF/EOF delimited Class 2, 3, 4 or F FC frames.

When flow control is not used, the FC-BB-2_ATM sets the PAUSE field in the BBW_Header to a zero
value and the Flow Control Type to SFC.
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NOTE 11 This setting of Flow Control Type in combination with a zero value in the PAUSE field amounts to
non use of any flow control protocol and avoids specifying another flow control type encoding

When SFC is used, the FC-BB-2_ATM sets the PAUSE field to an appropriate value indicating the
number of 512-time units to pause transmission. See 6.4.

When SR Protocol is used, the FC-BB-2_ATM prefixes a 4 byte SR Header at the beginning of an en-
capsulated frame that is mapped into the payload of the SR_I message. The SR Header indicates
the type of SR message type along with other control information. See 6.2 and 6.3.

See Clause 8 for details on encapsulation using AALS.

7.34 FC-BB-2_ATM Forwarding

FCBB-2_ATMforwards FC frames that enter its B_Ports to the remote FC-BB-2_ATM using a m3
ping table that)contains a list of FC-BB-2_ATM ATM addresses corresponding to a list of D_ID 3

dregses,

7.3.5°<Call Handling and ATM Service

E .
Frame Handling orwarding Call Handling
Tables
NG
A A b‘
B S v
Ir Mapping —; ) ,\(b
| SR Flow | < ATM Signaling
I BBW_ Control ééCL:SS or Provjsioned
Header SFC - =
. S| o
L - - — — _— _— _— __ |
D r - — _v_ \% ______ B
i FC Network | | £ ) ATM sig. | ATM Network|
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! FC-0 | | PHY |
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. <—» Control
SWITCH ATM Switch — 1 1o

Figure 7 — FC-BB-2_ATM Functional Block Diagram

p-
d-

FC-BB-2_ATMs supports the use of both Provisioned Permanent Virtual Connections (PVCs) and
Switched Virtual Connections (SVCs) to transport messages. If PVCs are used then no ATM signal-

ing is required and connections are provisioned (preconfigured).

If SVC is used then Call Handling initiates the ATM User Network Interface (UNI) Signaling protocol
to set up a Virtual Connection (VC) [36]; the VC is torn down after its use. The FC-BB-2_ATM shall
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use the ATM UNI signaling connection request messages to establish a connection and a traffic con-
tract. The traffic contract establishes the FC-BB-2_ATM defined QoS and traffic parameters. If the re-
quested connection is acceptable to the network, then a connection is set up between the FC-BB-2_
ATMs. FC-BB-2_ATM shall support UNI 3.1 and higher. A dedicated channel (Virtual Path Identifier
(VPI) = 0 and Virtual Channel Identifier (VCI) =5) is reserved for signaling between the end user and
the interfacing ATM device (switch). ATM connections allow traffic to flow in one or both directions
(unidirectional or bi-directional) with the bandwidth the same or different in each direction. FC-BB-2_
ATM requires bidirectional connectivity.

FC-BB-2_ATM uses Variable Bit Rate Non Real Time traffic (VBR-NRT) service (see 9.5). AALS is
particularly well suited for carriage of VBR-NRT. VBR-NRT ATM Service provides cell loss and band-
width guarantees.

EC-BB-2 ATM recommends use of a single Virtual Circuit (VC) (see 9.4). Use of additional VCs to

address special traffic QoS requirements is allowed but not recommended. If SR or SFC £lgw Con-
trol is used, then flow control is separately applied to each VC.

FC-BB-2_ATM recommends allocating a minimum bandwidth for each VC that is.used in prder to
avoid starvation (see 9.4). However, the Service discipline (prioritization) for the-V[€s is implementa-
tion specific and beyond the scope of this standard.

In-order delivery is guaranteed within the scope of the ATM Virtual Connection (VC). Frames shall be
shipped from the FC-BB-2_ATM in the same order as they are received,

7.3.6 Frame Handling

Frame Handling is mainly concerned with the following two tasks:

— Processing the incoming FC frames from the external switch that emerges from the FCi2 Level
that has to be transported across the WAN. Processing includes tasks such as BBW heafder and
message generation, and mapping to AAL5 CPCS.

— Processing the FC-BB-2_ATM message-that has successfully made it across the WAN and
that is to be sent to the external switch. Processing includes decoding the AALS CPCS, dgcoding
the BBW message and removing the megsage headers.
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Mapping and Message Encapsulation using AAL5

Applicability

This Clause only applies to FC-BB-2_ATM.

8.2

Overview

E)

BBW messages are transparently transported over the ATM WAN. However, before it may be trans-
ported, it first has to be adapted. This adaptation is done using the ATM Adaptation Layer (AALS5).
The AALS5 encapsulated BBW message is then segmented into ATM cells and routed to the proper
destination ATM address.

8.3

Mapping BBW messages to AAL5

Thg BBW message is first mapped to a null AAL5 Service Specific Convergence Sublayer (SSC
and| then to a Common Part Convergence Sublayer (CPCS) to form the AAL5 CPCS-PDU (maxsi
2 160 / 2 164 bytes). (See Note 12 below.) The AAL5 CPCS-PDU is padded (if necessary)up to
byte¢s) and then appended with an 8-byte CPCS Trailer. The CPCS-PDU, Pad, and CPCS-Trailern

the
ATN

CP(¢
Hesd

CP¢
AC
the
byte

CP(
byte

The
byte
PD
tion

segmented into 48 bytes to form the Segmentation and Reassembly PDU (SAR «RDU). A 5-by
I Cell Header is attached to each SAR PDU to form an ATM cell.

CS-PDU: The BBW message maps into this field that consists of the LLC/SNAP Header, BBV
der, and the BBW message payload.

LS-Pad: A CPCS-Pad ensures an exact mapping of the CPCS-PDU.into SAR 48-byte payload
PCS-Pad may range from 0 to 47 bytes. The maximum Pad value 0f 47 bytes never occurs wh
CPCS-PDU carries the BBW message payload because the~payload is always a multiple o
s and aligned on a 4-byte boundary

CS-Trailer: A CPCS-Trailer is 8 bytes long and consists ofa 1-byte User-to-User (UU) field, a
Common Part Indicator (CPI) field, a 2-byte length field, and a 4-byte CRC checksum field.

UU and CPI fields are currently not used. ThexGPCS-PDU length field indicates the length
s of the CPCS-PDU payload. The length indicates the useful payload size. Therefore, the CPC
J size may vary with byte increments. The AALS CRC field is set as defined in ITU Recommend

Table 20 — Mapping‘of BBW messages to AAL5 CPCS

S)
ze
iy
is
te

. Size
Field Item Bytes
LLC/SNAP Header 8
BBW_Header 4
CPCS;PDU BBW message payload Max:
(See Note 12) 21482152
(See Note 13)
CPCS-Pad 0-47
Reserved (CPCS-UU, not used) 1
Reserved(CPT, ot used) i
CPCS-Trailer -
CPCS-PDU Length (in bytes) 2
CPCS-PDU CRC 4

NOTE 12 If SR is used, then only the SR_I, SR_SREJ, and SR_FRMR carry a non-zero payload.
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NOTE 13 The maximum CPCS-PDU value indicated in the table is based on the maximum Fibre Channel
frame size. CPCS-PDU for other non Fibre Channel transport may be much larger and up to 65 535 bytes.
The maximum of 2 148 bytes of BBW message payload is due to a maximum of 2 112 bytes of FC frame pay-
load, 4 bytes of SOF, 24 bytes of FC Header, 4 bytes of EOF, 4 bytes of CRC. If SR is used then 4 bytes of

SR_Header yields a total maximum of 2 152 bytes.
Figure 8 illustrates the AALS Mapping for a FC frame when SFC is used.

Figure 9 illustrates the AALS mapping for a FC frame when SR is used.

- BBW message payload >
SOF FC Header Payload CRC EOF
(includes optional hdr.)
(4) (24) (0to2112) (4) (4)
= — /
~ —_ /
BBW_Header
(4)
N - /
~— — - /
LLC/SNAP
Header
(8) |
\\4 BBW message  — —='" >
Null SSCS
: : | «—— CPCS Trailer ———————»
CPCS-PDU (2 160) PAD(0-47) Uu(1) | CPI(1) | Len(2) CRC (4)
N < : ~ - \\ \\\\ - ~ |
N AN ~ — \\\\ -~ -
SAR PDU SAR PDU B h SAR PDU
(48) (48) (48)
| | | | |
| | | |
Cell Head Cell
Cell Head Cell Cell Head Cell
5) paxload 5) payload |:,(|_5_)1 pa(lxlsciad
PT=0 (48) PT=0 (48) =
ATM Cell ATM Cell ATM Cell
ATM ATM ATM
Cell Cell Cell
ATM VC

Figure 8 — AAL5 Mapping of a BBW message with SFC
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- SR_BBW message payload -
SOF FC Header Payload CRC EOF
(includes optional hdr.)
(4) (24) (0t02112) @) )
SR_Header
“4)
~¢——— BBW message payload = SR BBW message —/&
BBW_Header
4)
o - e ’
- — ~ BBWmessage — g 7

-

LLC/SNAP Header
(8)

Null SSCS
| | | &5~———— CPCS Trailer —————% |
CPCS-PDU (2 164) PAD (0 to47) UU(1) | CPI(1) | Len(2) CRC (4)
N N ~ - = \\\\ g ~
SAR PDU SARPDU| B SAR PDU
(48) (48) (48)
| | | | |
| | |
Cell Head Cell
Cell Cell
Cell Head pax?oa P Cezlrs I)-Iead oS ©) p?xic),ad
PT=0 (48) PT=0 (48) PT=1
ATMECell ATM Cell ATM Cell
> ATM ATM ATM >
¢ ( Cell Cell Cell
ATM VC

Figure 9 — AAL5 Mapping of a BBW message with SR
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9 FC-BB-2_ATM Service Considerations
9.1 Applicability

This Clause only applies to FC-BB-2_ATM.

9.2 ATM Service Type

Different types of ATM service provide different levels of service features. FC-BB-2_ATM
mends use of the VBR-NRT ATM Service or better. (See Annex B.)

9.3 Latency Delay and Timeout Value

recom-

FC-BB-2_ATM and the ATM network introduce latency delays that warrant special considerations

with respect to Fibre Channel E_D_TOV and R_A_TOV values. The total path delay bet

ween a

source FC-BB-2_ATM and a destination FC-BB-2_ATM consists of the latency delay components
due to the queuing time at the FC-BB-2_ATM devices and all intermediate ATM switches,\cdll trans-

mission time, propagation time and SVC setup time if applicable. It is recommended, that t
path delay be less than 1/2 E_D_TOV to conform to normal Fibre Channel time out'values.

NOTE 14 VBR-NRT does not provide delay guarantees; delay guarantees are practically realized by
Level Agreements (SLAs) with the ATM Service Provider.

9.4 Bandwidth Sharing and Allocation

his total

Service

in ATM, bandwidth sharing is accomplished by multiplexing of different upper layer traffic (e.g., Fibre

Channel, IP). Multiplexing different upper layer protocol traffic may,occur in two ways: mulf
within a single VC, multiplexing using different VCs. The latter method is not recommended.

Multiplexing within a single VC, also referred to as VC Multiplexing, is applicable for all traffig
ed for the same destination and when using the same ATM'service category. Upper layer mul

plexing

intend-
tiplexed

protocol data is distinguished based on the BBW_Header. The biggest reason to use VC multiplexing

is to minimize the number of VCCs established espgcially in a PVC environment. FC-BB-2_A|
ommends using a single VC to multiplex all traffic.

Use of more than one VC to the same destination to address special traffic QoS requiremer
lowed but introduces an increased levelof¢complexity and is therefore not recommended.
Flow Control protocol is separately applied to each VC in such a case. A minimum bandwidth
tion is recommended for each VC that'is used in order to avoid starvation. FC-BB-2_ATM d
specify any particular service diseipline when more than one VC is used, but recommends
mum bandwidth for each VC, to‘protect it from starvation. This is illustrated in Figure 10. The
discipline (prioritization) for the VCs is implementation specific and outside the scope of FC-H

Class 2, 3, 4&F \
VC1

Min. Bandwidth D

FC-BB-2_ATM ~

FC-BB-2_ATM

Class 2, 3,4 &F\ |
VC 2 |

TM rec-

ts is al-
The SR
alloca-
oes not
a mini-
Service
B-2.

\\) / Min. Bandwidth ‘///I

N —— — o — — =

Figure 10 — Recommended ATM Bandwidth Allocation for multiple VCs
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9.5 Quality of Service (QoS)

FC-BB-2_ATM specifies the use of VBR-NRT service for all VCs. Table 21 shows the QoS parame-
ters and traffic descriptors specific to VBR-NRT and the guarantees provided by this service.

VBR-NRT service is best suited for non-time-based critical data, that require guarantees for loss and
bandwidth but not delay. This service matches the requirements of FC Classes 2, 3, 4, and F.

QoS is a term used to refer to the set of performance characteristics of the contracted ATM connec-
tion. Although, a total of 6 QoS parameters are defined and available with other ATM Services, VBR-
NRT only specifies a single QoS parameter - Cell Loss Ratio.

NOTE 15 Some QoS parameters specified with other ATM Services include: Peak-to-peak Cell Delay Varia-
tion (CDV), Maximum Cell Transfer Delay (maxCTD). maxCTD provides delay guarantees. See annex B for
details.

ATM Traffic Descriptor is a term used to describe the traffic characteristics of an ATM connection] A
Connection Traffic Descriptor includes a Source Traffic Descriptor, CDV Tolerance (CDVT)yand a
Cornformance definition. A Source Traffic Descriptor is described by four parameters: Peak' Cell Rate
(PGQR), Sustainable Cell Rate (SCR), Maximum Burst Size (MBS), and a Minimum Cell.Rate (MCR).
Seq Annex B for more details. Service guarantees are realized by these traffic descriptors.

Barldwidth guarantees are achieved by SCR, PCR, and MBR

Table 21 — ATM VBR-NRT Service Specification

VBR-NRT
ATM Traffic Descriptors Service Remark
Category
QoS Parameters . Cell Loss Ratio;
CLR guarantees Loss
Source Traffic Descriptors: PCR" Peak Cell Rate,
(SCR, PCR, MBS guarantee | apyT* CDV Tolerance,
. ’ Sustainable Cell Rate,
bandwidth) SCR ) )
; Maximum Burst Size,
MBS Minimum Cell Rate;
MCR
Conformance Definition Generic Cell Rate
GCRA’ Algorithm (Leaky
Bucket Algorithm)
NOTE 16 * ltems are supplied by telco and are negotiable.
NOTE 17.5€ell Transfer Delay (CTD) (not in table) a QoS parameter associated
with VBR-RT is also negotiable.

9.6| Delivery Order

FC-BB-2_ATM shall guarantee in-order delivery of frames within a VC. No other ordering relationship
betweenA/Cs is normally preserved or assumed. When the number of VCs is greater than 1, then the
trafficcmanagement entity within the FC-BB-2_ATM device shall ensure that using separate VCs
doels_nat result in out-of-order dplivpry In other words _as soon as a message transmission hpgi S
on a VC, it shall continue to use the same VC until completion of the message.

NOTE 18 The out-of-sequence delivery problem associated with datagram networks is not present here. This
benefit is a consequence of a strict requirement in ATM that requires all cells to always follow the same route
during the Call's duration. However, the possibility of missing or errored messages still remains and is ad-
dressed by the SR protocol.
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9.7 Loss and Flow Control

ATM networks are lossy and they may drop cells, typically due to network congestion. When a cell
loss occurs, the end applications are expected to recover from this loss. Recovery from such losses
occurs at the FC-BB-2_ATM devices using the SR protocol that supports error recovery.

NOTE 19 The SFC protocol has no error recovery support.

Use of a flow control protocol (SFC or SR) at the FC-BB device allows it to cope with the speed mis-
matches between the FC and the ATM interface.
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10 FC-BB-2_SONET Structure and Concepts

10.1 Applicability and Related Clauses
This Clause only applies to FC-BB-2_SONET.

Clause 4 discussed the FC-BB-2_SONET Reference Model. This clause discusses the FC-BB-2_
SONET Functional Model. Other FC-BB-2_SONET applicable clauses include Clause 5 (Messages
and Formats), Clause 6 (SR Protocol Procedures), Clause 11 (Mapping and Encapsulation), and
Clause 12 (Service Considerations).

10.2 FC-BB-2_SONET Overview
FC-BB-2_SONET is a F|bre Channel backbone transport protocol that tunnels HDLC encapsulated

No distinction is made in this document regarding the topology of the SONET/SDH network; bg it
point-to-point using PTE pairs, HUB networks or ring architectures. The current model supportg a

configuration of one or more point-to-point connections only.
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Figure 11 — FC-BB-2_SONET Network Configuration

The FC-BB-2_SONET protocol creates BBW messages that consist of an 8-byte LLC/SNAP Header
and a 4-byte BBW_Header followed by the BBW message payload. The specific format and content
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of the BBW message payload depends on the type of flow control protocol used. The BBW message
payloads carry byte-encoded SOF/EOF delimited Class 2, 3, 4 or F FC frames.

The BBW messages are encapsulated in HDLC-like format for carriage over SONET/SDH network.
The HDLC encapsulated BBW messages are mapped into SPE/Virtual Containers and finally trans-
mitted to the destination. HDLC encapsulation is the typical method of preparing frames for transmis-
sion over SONET/SDH and is described in RFC 1662 and RFC 2615. FC-BB-2_SONET does not
interpret the data content of the FC frames other than capturing and retaining their SOF/EOF identi-
ties in the encapsulated FC frame. As such, FC Sequences and Exchanges are not visible to the FC-
BB-2_SONET Protocol. All HDLC encapsulated FC frames are transparently transported over the
SONET/SDH network.

Prior to a FC-BB-2_SONET transmitting data to a remote FC-BB-2_SONET, the required provision-
ing of the SONET/SDH Path to the remote BBW needs to be completed. The details of this configura-

tion are dependent upon the network topology and are beyond the scope of this document{

All FC_frames are encapsulated with the All-Stations address a binary sequence 11144111 (hexa-
decimal FFh) in the HDLC header therefore there is no requirement for a FC-BB-2_SONET tp exam-
ine the destination address (D_ID) field in the Fibre Channel frame header,FRrames arg simply
forwarded to the attached FC-BB-2_SONET egress device across the SONET network.

The LLC/SNAP Header indicates the payload type as Fibre Channel. (See\5:2.1.) The BBW |Header
indicates the type of flow control used - Selective Retransmission (SR), Simple Flow Control (SFC) or
none. The SR Protocol makes the transport of FC frames betweenwo FC-BB-2_SONETSs feliable.
The SR Protocol supports both flow control and error recovery functions. Use of the SR prgtocol is
optional. When SR Flow Control is used, the 4 byte BBW_Header.is followed by a 4-byte SR_|Header
which is prefixed at the begin of the BBW message payload((See 5.2.4). The SFC Protocol grovides
a mechanism to temporarily pause the transmission of frames from a remote BBW device. Uge of the
SFC protocol is optional. When SFC is used, the 4 byte BBW_Header is directly followed by the BBW
message payload. No SFC header is prefixed or used\(See 5.2.3.)

In-order delivery is guaranteed for each BBW message and frames shall be transmitted from the FC-
BB-2_SONET in the same order as they are received.

10.3 FC-BB-2_SONET Functional Model

10.3.1 Fibre Channel Network Interface

Figure 12 shows a Functional Model of the FC-BB-2_SONET. The Fibre Channel interface pominal
port rate is assumed to full-raté, unless otherwise specified.

The FC-BB-2_SONET FC.lnterface supports one or more B-Ports thus requiring the suppoft of the
FC-0, FC-1, and FC-2 Levels. The B_Ports in general connect to different external FC switches, but
connectivity to the same FC switch is also allowed. B_Ports are uniquely identified by an 8-pyte B_
Port_Name.

The FC-BB-2 initialization occurs across the B_Port interface facing the FC network. The initialization
of any generic B_Port is described in FC-SW-3. A B_Port indicates its support for the ELP/HSC Pa-
rameters.tusing the ELP/ESC exchange protocol that is capable of parameter negotiation. Sipnce FC-
BB-2.does not support Class 1, the Class 1 Port Parameter VAL bit in the ELP shall be set to 0 (in-
valid)."An ELP received at a B_Port may be rejected (SW_RJT) due to many reasons, includipg Port-
mismatch.

NOTE 21 Initialization across the SONET WAN interface may use mechanisms similar to the one described
in 13.4.3.3.2.1.
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Figure 12 — FC-BB-2_SONET Functional Block Diagram

SONET rate is nominally assumed.to-be STS-3¢/STM-1 at 155,52 Mbit/s and higher. in the ca
TS-3c/STM-1 the available informiation bandwidth is 149,760 Mbit/s, which is the STS-3¢c/STM
E with Section, Line and Path overhead removed. This is the same super-rate mapping that
d for ATM and FDDI. Whilesthe STS-3¢c/STM-1 rate is specified as the basic rate, the mappi
cified within this documentis extended down to the STS-1 SONET rate (51,84 Mbit/s).

ner signal rates shall.conform to the SDH STM series, rather than the SONET STS series. T
| series progresses in powers of 4 (instead of 3), and employs fewer steps, which simplifies m
xing and integration. For applications of Fibre Channel over SONET/SDH, it is envisioned th
er rates such:as 622,08 Mbit/s and 2488,32 Gbit/s may be developed and deployed as indicat
able 22,

Table 22 — SONET/SDH Data Rates
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SONEF SBH-Equivalent BasieRate
STS-3c-SPE VC-4 155,52 Mbit/smbit/s
STS-12¢-SPE VC-4-4c 622,08 Mbit/s
STS-48¢c-SPE VC-4-16¢ 2,4 Gbit/s
STS-192¢-SPE VC-4-64c 9,95 Gbit/s
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Mappings for sub STS-1 rates and rates of STS-192¢/STM-48 or greater requires further study and
are beyond the scope of this document.

The SONET/SDH interface includes the Photonics, Section/Line/Path, and HDLC encapsulation lay-
ers. The basic FC-BB-2_SONET Reference Model supports one SONET port using different rates.

The HDLC layer is used to prepare FC frame payloads for transport in SONET/SDH payload enve-
lopes.

10.3.3 Mapping and Encapsulation

The FC-BB-2_SONET creates the 8-byte LLC/SNAP Header and the 4-byte BBW_Header that are
prefixed to the BBW message payload. The specific format and content of the BBW message pay-

load depends on the type of flow control protocol used. The BBW message payload carries the byte-
encoded SOE/EQFE delimited Class ‘7, ’2’ 4 orE EC frames

When flow control is not used, the FC-BB-2_SONET sets the PAUSE field in the BBW_Heagder to a
zero value and the Flow Control Type to SFC.

NOTE 22 This setting of Flow Control Type in combination with a zero value in the PAUSE field amounts to
non use of any flow control protocol and avoids specifying another flow control type encoding.

When SFC is used, the FC-BB-2_SONET sets the PAUSE field to an appropriate value indicdting the
number of 512-time units to pause transmission. See 6.4.

When SR Protocol is used, the FC-BB-2_SONET prefixes a 4 byte SR Header at the begin of an en-
capsulated frame that is mapped into the payload of the SR_I message. The SR Header indicates the
type of SR message type along with other control information. See 6.2 and 6.3.

See Clause 11 for details on encapsulation using HDLC-like ffaming.

10.3.4 FC-BB-2_SONET Forwarding

FC-BB-2_SONET forwards FC frames that enter its B_Ports to a remote FC-BB-2_SONET |using a
mapping table that contains a list of FC-BB-2_SONET HDLC corresponding to a list of D-ID gddress-
es.

10.3.5 Call Handling

FC-BB-2_SONET provides a Point-to-point service for all classes of FC frames transmitted hetween
two Switches.

10.3.6 Frame Handling

Frame Handling is mainly.eehcerned with the following two tasks:

a) Processing the incoming FC frames from the external switch that emerges from the FC{2 Level
that has to be transported across the WAN. Processing includes tasks such as BBW heagder and
message generation, and mapping to HDLC and SONET SPE.

b) Processing the FC-BB-2_SONET message that has successfully made it across the /AN and
that is-to be sent to the external switch. Processing includes decoding the SONET SPE coptaining
the ' HBLC frames, decoding the BBW message and removing the message headers.
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11 Mapping and Message Encapsulation using HDLC-like Framing

11.1  Applicability
This clause only applies to FC-BB-2_SONET.

11.2 Overview

E)

BBW messages are transparently transported over the SONET WAN. However, before it may be
transported, it has to be first adapted. This adaptation is done using the HDLC layer. Similar to Pack-
et over SONET and Frame Relay over SONET, the FC-BB-2_SONET specification is based on the
HDLC-like framing used in PPP-over-SONET/SDH, and described in RFC-1662. The BBW messag-

es form the payload of the HDLC frame that is mapped into SPE/Virtual Containers.

11.3—Mapping-of BBW-mess

o
G

tents of the fields are transmitted from left to right. HDLC framing provides for the delineation’of t

The Address field contains-the destination HDLC address. The address OxFF is an All Stations A
dress / Broadcast Address:» Any station on the link connection shall accept this address. Frames wj
invglid addresses are 'silently ignored.

Control:

Theg Control field identifies the HDLC frame type (information, supervisory, unnumbered). The Contf:

field of 0xQ3.is the Unnumbered Information (Ul) command. Unnumbered frames are used for tran
ferring,data when the location of the data in a sequence of frames is not to be checked (no send
recefive counts are utilized).

n_
ne
ds

or

n).

Pr,

Protocol:

The protocol field is as defined in RFC 1661. It is one or two octets and its value identifies the pay-
load encapsulated in the information field. The field is transmitted and received giving the most signi-

ficant octet first.
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Table 23 — Mapping of BBW messages to HDLC format

] Encoding Size Remarks
(hex) (Bytes)
Begin Flag 7Eh 1
Address FFh 1 Set to FFh for
Broadcast
Control 03h 1 Only  ~ Information
Protocol 2
LLC/SNA 8
P Header
BBW_
BBW Header 4
message
BBW Maximum
message 21482152 Variable length
payload (See Note 23)
FCS 4
End Flag 7E 1
. _ Inter-frame  Fill or
Fill or Address >=1 next Address

NOTE 23 The maximum of 2 148 bytes is due to.a:maximum of 2 112 bytes of FC frame payload, 4
SOF, 24 bytes of FC Header, 4 bytes of EOF, 4 bytes of CRC. If SR is used then 4 bytes of SR_Head
a total maximum of 2 152 bytes.

Information:
The information field contains the BBW message.
Frame Check Sequence (FCS):

By default, the 32-bit frame_check sequence (FCS) field is required as described in RFC 16
FCS is calculated mostésignificant byte to least-significant byte and from least-significant bit {
significant bit within gach such byte over all bits of the address, control, and information fields
escape conversions: The least significant byte of the result is transmitted first as it contains t
ficient of the highest term. The FCS is calculated based upon the following polynomial:

X32+X26+X23+X22+X16+X12+X11+X10+X8+X7+X5+X4+X2+X+1

Inter-frame fill:

bytes of
er yields

62. The
0 most-
prior to
ne coef-

A sending FC-BB-2_SONET shall continuously transmit the Flag sequence as inter-frame fill after the

FCS field. The inter-frame Flag sequences shall be silently discarded by the receiving station

nRR- 9 OAOMNET @ alaal

. When
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continuously transmitting the flag sequence.

Framing and byte stuffing:

1sfer by

The framing and byte stuffing for octet-oriented synchronous links are described in RFC 1662, PPP
in HDLC-like Framing. HDLC frames (octet streams) are mapped into the SONET STS-SPE/SDH

Higher Order VC with octet boundaries aligned using x43+1 scrambling.
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Escape sequences are defined to minimally escape the Flag Sequence and Control Escape octet.
Prior to sending the frame, but after the FCS computation, every occurrence of The Flag Sequence,
Control Escape octet or Async-Control-Character-Map (ACCM) found within the octets of the payload
are converted to a two-octet sequence that includes the Control Escape octet followed by the original

octet exclusive-or'd with hexadecimal 20h. For example:
a) 7Ehis encoded as 7Dh, 5Eh. (Flag Sequence)
b) 7Dh is encoded as 7Dh, 5Dh. (Control Escape)
c) 03his encoded as 7Dh, 23h. (ETX)

Upon receiving a frame, this conversion shall be reversed prior to FCS computation.
Ab

A Flag sequence inserted into the octet stream between the initial frame Flag sequence and the E(
congtitutes sequence abort. The receiver considers the frame invalid until a subsequent-klag S
quence is found in the octet stream.

For|lexample, when an under-run condition occurs at the sending station (the sendingstation canr
conjplete the data transfer for one reason or another) the sending station transmits\ayControl Esca
octet followed immediately by the Flag Sequence, the frame is ignored and not eounted as a FCS

The HDLC frames are located by row within the SPE payload. Since the HDLC frames are of varial
length (this mapping does not impose any restrictions on the maximum length) a frame may cross {
SPE/Virtual Container frame boundary. See Figure 13.

HDI.C Flag sequence shall be used for inter-frame fill:to buffer out the asynchronous nature of the
rival of the HDLC framed SONET PDUs according {o the effective payload of the SPE/Virtual Cd
tainer used (this excludes any fixed stuff bytes).

The HDLC framed signal plus the inter-frame fill shall be scrambled before they are inserted as p4g
loaq of the SPE/Virtual Container used. in¢the reverse operation, following termination of the SPE/\
tuall Container signal, the payload shall-be descrambled before it is gassed on to the HDLC Mappi
laygr. A self-synchronizing scramblef.with generator polynomial x* 41 [10] shall be used. Scra
bling of the HDLC framed signal jsirequired to provide security against emulation of the SONET/SL
eset scrambler pattern and.replication of the STM-N frame alignment word.

x*3 + 1 scrambler shall operate continuously through the bytes of the SPE, bypassing bytes
ET Path Overhead."TFhe scrambling state at the beginning of a SPE shall be the state at the e
of the previous SPEThus, the scrambler runs continuously and is not reset per frame. An initial se
of the scrambler is.unspecified. Consequently, the first 43 transmitted bits following start-up ora S
NET/SDH re-framé operation shall not be descrambled correctly.

The x*3 + 1scfambler operates on the input data stream with Most Significant Bit (MSB) first, cons
tenf with'the bit ordering and transmission ordering defined for SONET in ANSI T1.105.

Thg above mapping procedure shall be used for the mapping of HDLC framed signals in SONH
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STS-3c, STS-12c and STS-48c SPEs and for equivalent SDH Virtual Containers.
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i
_z STS Pointer indicates where SPE begins
g F A (o] P BBW message
L
I I I
:
2

A A

Transport Overhead

Note: Does not show the Path overhead Bytes

Figure 13 — SONET SPE HDLC Mapping Example

The Path Signal Label (C2) (see Figure 14) indicates the.contents of the SPE/Virtual Container. The
value of 22d (16h) shall be used to indicate a variableslength HDLC frame with x*3 + 1 scrami] ling en-
abled. Implementations shall not use a Path Sighal‘Label (C2) value of 207 (CFh) that ind{cates a
variable-length packet or frame without scrambling. The Multi-frame Indicator (H4) is unused, and
shall be zero. Table 24 shows the FC-BB-2_SONET protocol stack.

00010110b

16h Mapping of HDLC framed signal

Figure 14 — Path Signal label: C2

Table 24 — FC-BB-2_SONET Protocol Stack

Interface Layer

Functionality

HDLC Mapping

— Frame Delineation

— Link & Mapping Error Checking

SONET/SDH
(Section, Line, path)

SONET/SDH
— Section layer
— Line layer

— Path Iaypr

Photonics

Optical layer

Figure 15 illustrates the encapsulation of BBW message into HDLC frame using SFC.

Figure 16 illustrates the encapsulation of the BBW message into HDLC Frame using SR.
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- BBW message payload —
SOF FC Header| Optional | Payload CRC EOF
Header
0to (2 112-Op
4) (24) (0to 112) Hdr. Len.) (4) (4)
T~ - /s
BBW_Header
4)
- ~ BBW message > -
LLC/SNAP
Header

(8)
— /
T - /

—_—
—_—
—
—_—

—

Begin| Address| Control| Protocol BBW message |GRC| End
Flag (2 160 max.) Flag
~ 7
- HDLC frame -
R /
S~
> /
/
= %
- ~ . - .
_;_ STS Pointer indicates’'where SPE begins
£ ~
b |F|A|C|P|BBWmesgage
[
FCS| F A
(] ono oad op
Q
£
o
w \l:
AW
L C
| W
Transport Overhead Note: Does not show the Path overhead Bytes

Figure 15 — Encapsulation of BBW message into HDLC frame using SFC
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- SR_I message payload
SOF FC Header| Optional | Payload CRC EOF
Header
0to (2 112-Op
4) (24) (0-112) Hdr. Len.) (4) 4)
=~ ~
S~
~
~ /
SR_Header

4)

~

4\\7 BBW message payload = SR_I message ———

~ /
~ - /
BBW_Header
(4)
~ /
~ - /
- = BBW message -/
LLC/SNAP
Header
(8)
T - /
Begin| Address| Control Protocol| BBW message |CRC!| End
Flag (2 164 maximum) Flag
~ 7/
- HDLC frame »
~ /
L ~ T > /
s /
; *; ~ grs Pointer indicates where SPE begins /
§ K FlATC P BBWmessage
7
H—
FCS| F | A
£
/W |

Transport Overhead

Figure 16 — Encapsulation of BBW message into HDLC frame using SR

Note: Does not show the Path overhead Bytes
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FC-BB-2_SONET Service Considerations

12.1 Applicability
This clause only applies to FC-BB-2_SONET.

12.2 Latency Delay and Timeout Value

FC-BB-2_SONET and the SONET/SDH network introduce latency delays that warrant special con-
siderations with respect to Fibre Channel E_D_TOV and R_A_TOV values. The total path delay be-
tween a source FC-BB-2_SONET and a destination FC-BB-2_SONET consists of the latency delay
components due to queuing time at the two FC-BB-2_SONET devices and all intermediate SONET
switches, transmission time, and propagation time. It is recommended that this total path delay be
less than 1/2 E_D_TOV to conform to normal Fibre Channel time out values.
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b Delivery Order
BB-2_SONET shall guarantee in-order delivery of frames.

DTE 24 The out-of-sequence delivery problem associated with datagram networks is not present here. T
nefit is a consequence of SONET Technology. However, the possibility of missing or errored,messages 3
mains and is addressed by the SR protocol.

} Loss and Flow Control

NET/SDH networks are not lossy but may suffer from occasional loss of frame due to BER. Wh
h a loss occurs, the end application is expected to recover from this’loss. Recovery from su
es occurs at the FC-BB-2_SONET devices using the SR protocolthat supports error recovery.

DTE 25 The SFC protocol has no error recovery support.

of a flow control protocol (SFC or SR) at the FC-BB device allows to cope up with the speed m
ches between the FC and the SONET/SDH interface,

bwing is a typical list of reliability specifications for SONET/SDH networks.
MTTF Mean time to frame (approximately 1,5 packets)

MTTS Mean time to synchronization (same as MTTF)

PFF Probability of false frame (232(8E-12)

PFS Probability of false synchronization (same as PFF)

PLF Probability of loss of.frame (square of the BER multiplied by 500)

his
till

en
ch
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13 FC-BB-2_IP Structure and Concepts

13.1 Applicability and Related Clauses
This clause only applies to FC-BB-2_IP.

Clause 4 discussed the FC-BB-2_IP Reference Model. This clause discusses the FC-BB-2_IP Func-
tional Model. Other FC-BB-2_IP applicable clauses include Clause 14 (Mapping and Encapsulation),
Clause 15 (Protocol Procedures), and Clause 16 (Service Considerations).

13.2 FC-BB-2_IP Overview

Figure 17 shows a network configuration consisting of three FC-BB-2_IP devices. FC-BB-2_IP is a

Fibre Channel backbone transport protocol that tunnels Encapsulated FC Frames across the IP net-
work A I:(‘-P.R-’)_ID device has interfaces to both the |P and the EC network.-The EC network inter-

face supports multiple E_Ports/F_Ports (Figure 18) or multiple B_Ports (Figure 22).

o =
e ()
= 2
a - | . 5
Tl 1 | e IP 0 W g
=] - o Networ| w .
o) h v - m

o0 o o
2 & 2 o
= %) T =
o - 5
e 2
—
2] FC-BB-2_IP
®
> | ... |

FC SWITCH| <JFC SWITCH
Legend:

—= Physical Link (e.g.;.Ethernet)
=mmm Fibre Channel Link
<«» |Independent.Communicating Pairs over FCIP Link

Figure 17 — FC-BB-2_IP Network Configuration
Only FC-BB-2_IP dévices that support E_Ports or F_Ports require FC switching.

The FC-BB-2_IP-protocol provides mechanisms to create Virtual E_Port or B_Access connectivity
over the IP network. The FC-BB-2_IP protocol communication occurs between pairs of FC-BB-2_IP
devices overvirtual constructs (FCIP Links) that are described in 13.3.3.3.4. Although, the cdmmuni-
cation pccurs between pairs of FC-BB-2_IP devices, a single FC-BB-2_IP device may communicate
withwoere than one device at the same time (Figure 25).

NOTE 26 Although the current scheme allows a FC-BB-2_IP device to independently connect to nmore than
one FC-BB-2 IP device, it does not specify a point-to-multipoint connection

The FC-BB-2_IP protocol creates Encapsulated FC Frames by prefixing a (28-byte) FC Encapsula-
tion Header to the incoming SOF/EOF delimited FC frame. See FC Frame Encapsulation [9]. FC-BB-
2_IP does not interpret the data content of the FC frames other than capturing and retaining their
SOF/EOF identities in the Encapsulated FC Frame. As such, FC Sequences and Exchanges are not
visible to the FC-BB-2_IP protocol. All Encapsulated FC Frames are transparently transported over
the IP network.
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FC-BB-2_IP devices also exchange SW_ILS control information using Class F FC frames (see Fig-
ures 20 and 23). These FC frames are encapsulated and tunneled in the same way as the incoming
FC frames.

Encapsulated FC Frames join the TCP byte stream in order (see Figure 25). TCP Segments are cre-
ated from TCP byte streams without any visibility or regard to Encapsulated FC Frame boundaries.

The TCP flow control between two FC-BB-2_IP devices provides a reliable transport of Encapsulated
FC Frames across the IP network. The only delivery order guarantee provided by TCP with respect to
the FCIP protocol is the correctly ordered delivery of Encapsulated FC Frames within a single TCP
connection. The FC Entity is expected to specify and handle all other FC frame delivery ordering re-
quirements.

Functional Models describing the VE_Port and B_Access are separately discussed in 13.3 and 13.4.

13.3 VE_Port Functional Model

13.3.1 FC-BB-2_IP Interface Protocol Layers

Figure 18 shows the VE_Port functional model of a FC-BB-2_IP device that consists of the E_Port/
Porf FC interface, the FC-BB-2_IP interface, and the IP network interface. The protecol layers|at
thege interfaces are listed below:

a) E_Port/F_Port FC interface: FC-0, FC-1, and FC-2 levels
b) FC-BB-2_IP interface: FC Entity and FCIP Entity protocol layers

c] IP network interface: TCP and IP layers

Figdire 19 illustrates the protocol layers across these interfaces:

13.3.2 E_Port/F_Port FC Interface

Theg FC-BB-2_IP FC interface supports one or more E <Ports or F_Ports thus requiring the support|of
the [FC-0, FC-1, and FC-2 Levels. E_Ports in general:connect to different external FC switches, hut
conhectivity to the same FC switch is also allowed.*Data emerging from the FC Levels are fed into
a FC Switching Element.

Thq initialization of any generic E_Port or FAPort is described in FC-SW-3. An E_Port indicates jts
support for the ELP/ESC Parameters using the ELP/ESC exchange protocol that is capable of gda-
rameter negotiation. Since FC-BB-2 does not support Class 1, the Class 1 Port Parameter VAL bit|in
the [ELP shall be set to 0 (invalid). ARELP received at an E_Port may be rejected (SW_RJT) due|to
many reasons, including Port-mismatch.

An E_Port/F_Port is uniquely‘identified by an 8-byte E_Port_Name/F_Port_Name.

—

13.3.3 FC-BB-2_IP Pretocol Interface
13.3.3.1 Major Components

Theg FC-BB-2 dP-protocol interface is a point that has interfaces to the FC network on one side apd
the |P network)on the other. In addition to the two network interfaces, it consists of the following major
compongnts:

a) \FC Switching Element (SE) with FC Routing

b) FC and FCIP Entities
c) Control and Service Module (CSM)
d) Platform Management Module (PMM)
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13.3.3.2 FC Switching Element (SE) with FC Routing

The FC Switching Element (SE) switches and routes the incoming FC frames from the E_Port or F_
Port to the proper Virtual E_Port (see [2]). Routing is accomplished with the support of the FSPF
routing protocol. Conversely, the FC SE switches and routes the data arriving from a VE_Port to the
proper E_Port or F_Port.

The switch is uniquely identified by an 8-byte Switch_Name.

From/To FC Switch E_Ports From/To N_Ports

P S S
"~ | E S— — — ™

EC Network | E PortE Port E_Port E_Part EfF—PReort—Name

Interface 1» ZS byt_es)

FC Switching Element (SE i
FC Routing ] (SE) - Switch>Name
_ X (B'bytes)
_:gf;:_:__:::f}
|
r= == ===== A |
Platform - " K 'Eﬁtit ! :
Management o Pl VE_Port_Name
VE_Port =&
(PMM) Control 4 N O -
N
-Time Sync and - L : '
) <> - o \ 4 | I !
-Discovery Service | . ' | FCIFCIP Identifie
Security EENE FCIP_LER | 1 1 | (8 bytes)
o AN A | T Yy es
(csm) @ leEl I :FC'F : I
o0 T || Entity) |
4 S S S
> I i
| |
& [ = = —=—— One end of FCIP Link
N 1 |
FCIP P vy v v TC? TCP Port
IP Network | Well-Known | § (2 bytes)
Interface Port B B Ports
IP Address
IP - (4/16 bytes)

G ‘ A /

From/To IP Network

Note: DE within each FCIP_LEP means FCIP_DE.

Figure 18 — FC-BB-2_IP VE_Port Functional Model

FC Routing occurs at a higher level than IP Routing. FC/FCIP Entities themselves do not actively par-
ticipate in FC frame routing. FC Routing uses the FSPF protocol described in SW-3 [2]. FSPF Routes
are mapped onto the FCIP Links connecting FC-BB-2_IP devices. A FC frame’s FSPF route decides
the selection of the VE_Port/FCIP_LEP pair within a selected FC/FCIP Entity pair (when multiple
pairs are in use). When multiple DEs (within a FCIP_LEP) are in use the selection of which FCIP_DE
to use is described in 15.4.5.
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13.3.3.3 FC and FCIP Entities
13.3.3.3.1 Function

The FC Entity is the principal interface point to the FC network on one side and in combination with
the FCIP Entity to the IP network on the other side. The primary function of the FC Entity is support-
ing one or more Virtual E_Ports and communicating with the FCIP Entity. The FC Entity layer lies be-
tween the FC-2 FC level and the FCIP Entity layer as shown in Figure 19.

The FCIP Entity is the principal interface point to the IP network on one side and in combination with
the FC Entity to the FC network on the other. The primary function of the FCIP Entity is formatting,
encapsulating, and forwarding Encapsulated FC Frames across the IP network interface.

The FC/FCIP Entity pair interfaces with the CSM and the PMM through an implementation defined in-
terface

To/From FC Switches

:

=

FC Levels FC-1 FC Interface
¢ FC-2 ‘
FC Entity Layer A
FC-BB-2_IP Interface

TCP
TCPIIP Layers IP Interface

v P

FCIP Entity Layer X

To/From IP Network

Figure 19 — FC-BB-2_IP Protocol Layers

13.3.3.3.2 FC Entity

Theg FC-BB-2_IP interface' may support multiple instances of the FC/FCIP Entity pair. Each instance
of the FC/FCIP Entity-pair consists of one or more Virtual E_Port (VE_Port) and Link End Pojnt
(FCIP_LEP) pairs®A-VE_Port emulates an E_Port and interfaces with the Link End Point (FCIP_LEP)
conjponent of theFCIP Entity. The term “Virtual” in VE_Port indicates the use of a non Fibre Channel
link|connecting the VE_Ports.

Theg VE (Port receives FC frames from the FC side and sends them to the FCIP_LEP for encapsula-
tion] and-transmission on the IP network. The VE_Port may also exchange Class F control framges
withThe Temote VE_Port via the LEPS. There IS a one-to-one relationship between a VE_Port and a
FCIP_LEP. VE_Ports communicate via VE_Port Virtual ISLs (described in 13.3.3.3.4).

NOTE 27 The term Virtual ISL when used unqualified refers to both VE_Port Virtual ISL and B_Access Virtu-
al ISL.

A VE_Port is uniquely identified by an 8-byte VE_Port_Name.
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Within a FC-BB-2_IP device each FC/FCIP Entity pair instance is uniquely identified by an 8-byte
Identifier called the FC/FCIP Identifier. The FC/FCIP Identifier uses the Name_Identifier format.

Initialization at the FC-BB-2 Protocol Interface occurs with the ELP, EFP, ESC, etc. SW_ILS ex-
changes between VE_Ports in a manner identical to standard E_Ports and is described in 13.3.3.4.

13.3.3.3.3 FCIP Entity

The FCIP_LEP is a component of the FCIP Entity that formats, encapsulates, and forwards Encapsu-
lated FC Frames. Encapsulated FC Frames are sent as TCP segments over the IP network.

The FCIP_LEP receives byte-encoded SOF/EOF delimited FC frames and a time stamp (see
13.3.3.6.2.2) from its VE_Port. The FCIP Data Engine (FCIP_DE) is the data forwarding component

of the FCIP_LEP. The FCIP_DE handles all encapsulation (de-encapsulation), and transmission (re-
r‘npfinn) of the. I:hr‘QpQI”QfDH EC Frames onthe ECIP Link The I:(‘ID_I EP _contains-one-or more

FCIP_DEs, each corresponding to a TCP connection.
The FCIP_DE has 4 interface points (see [7]):

a) FC Receiver Portal: access point through which a byte-encoded SOF/EOF delimited F{C frame
and time stamp enters a FCIP_DE from the VE_Port;

b) FC Transmitter Portal: access point through which a reconstituted byte-encodefl SOF/
EOF delimited FC frame and time stamp leaves a FCIP_DE to the VE_\Port;

c) Encapsulated Frame Receiver Portal: TCP access point through which an Encagsulated
FC Frame is received from the IP network by the FCIP_DE;

d) Encapsulated Frame Transmitter Portal: TCP access)point through which an Encapsulated
FC Frame is transmitted to the IP network by the FCIP-DE.

13.3.3.3.4 VE_Port Virtual ISL and FCIP Link

The FC/FCIP Entity pair provides a data forwarding path between itself and a remote FC/FCIP Entity
pair via virtual constructs. Two types of virtual Constructs are defined:

a) A VE_Port Virtual ISL (Inter Switchckink) is a logical construct that is created between|two FC
Entity VE_Ports for the explicit purpose of sending and receiving byte-encoded SOF/EOF dglimited
FC frames via the FCIP Entity. Conceptually, communication between two VE_Ports is similar to
communication between E_Ports.

b) A FCIP Link is a logical construct that is created between two FCIP Entity LEPs for the explicit
purpose of sending and-receiving Encapsulated FC Frames and Encapsulated FCIP control infor-
mation. Conceptually;.communication between two LEPs is similar to the communication hBetween
two instances of a.TCP application.

There is a one-ta-one mapping between a VE_Port Virtual ISL and a FCIP Link. Each FCIP L|nk con-
sists of one orsmore TCP Connections (all between the same two FC-BB-2_IP devices). Although,
more than.epe FCIP Link may be formed between a pair of FC-BB-2_IP devices, a typical configura-
tion may-only consist of a single FCIP Link. See Figure 25 for some examples of allowed network to-
pologies:

The-FCIP_LEP that originates a FCIP Link is defined as the FCIP Link Originator. The corresponding
ECIP_| EP that accepts this link is defined as the FCIP | ink Acceptor A FCIP | ink is fully character-

ized by its FCIP Link Originator and FCIP Link Acceptor identities. A FCIP Link Originator or FCIP
Link Acceptor is fully identified by all of the following:

a) an 8-byte Switch_Name;
b) an 8-byte VE_Port_Name;
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c) an 8-byte FC/FCIP Entity Identifier.
To uniquely identify a FCIP Link, all the following are required:

a)
b)
c)

d)

the 8-byte Switch_Name of the FCIP Link Originator;

the 8-byte VE_Port_Name of the FCIP Link Originator;

the 8-byte FC/FCIP Entity Identifier of the FCIP Link Originator;
the 8-byte Switch_Name of the FCIP Link Acceptor.

E)

NOTE 28 The FCIP Link Acceptor’s 8-byte FC/FCIP Entity Identifier and the VE_Port_Name of the Acceptor
provide additional information about a FCIP Link but are not required to uniquely identify it.

13.3.3.4 VE_Port Virtual ISL Exchanges

13.3.3.4.1 SW_ILS Exchanges

VE |

Ports exchange SW_ILSs on the VE_Port Virtual ISL. The SW_ILSs that occur on the VE_P

Virtpal ISL are the standard E_Port SW_ILSs (ELP, ESC, EFP, etc.), and in addition the:LKA SV}

ILS|(see 13.3.3.4.2). Figure 20 shows the scope of the VE_Port Virtual ISLs.
Class 2/3/4 frame
FC End Node | | FC End Node
T ]
\\ Class 2/3/4 frame ]
!
!
FC Sw GClass 2/3/4 frame | |5
\ !
ISL \\ Class F, 2/3/4 frame /I
\ 1
FC SW Virtual ISL:Class F(ELP, ERP, ESC, etc.), FC SW
Class 2/3/4 frame, LKA
VE_Port - - VE_Port
FCIP_LEP FCIP Link: Encap. FC frame, FSF - FCIP_LEP
TCP.Connections: Byte-stream
TCP - < TCP
- o

13.1

The
that]
was
min

The

Figure 20 — Scope of VE_Port Virtual ISL
3.3.4.2 Link KeepAlive (LKA) ELS Exchanges
the link is stilkintact and/or to ensure the link is not terminated due to lack of traffic. The LKA E

specifically~designed to keep Fibre Channel Backbone Links alive, which are prone to being t
bted duesto lack of traffic.

LKA ELS is an ELS for traffic generation. It provides a means to generate traffic in order to confif

Drt

LinK Keep Alive ELS is sent by a VE_Port or B_Access portal to a remote peer in order to det

pr-

mine the health of a link between them, or simply to generate traffic to keep a link from being termi-
nated. Should a link be comprised of more than one physical or virtual connection, this LKA may be
transmitted on each of the connections. If a connection is configured to handle only specific class(es)
of traffic, the LKA shall be sent on a class of service the connection is configured for.
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The Link Keep Alive ELS request Sequence shall consist of a single frame requesting the Recipient
to reply using the ACC reply Sequence consisting of a singe frame. The Link Keep Alive ELS request
frame shall indicate End_Sequence and Sequence Initiative transfer as well as other appropriate F_
CTL bits as defined in FC-FS. The Link Keep Alive command shall be transmitted as a one frame Se-
quence and the ACC reply Sequence is also a one frame Sequence. The Link Keep Alive Protocol
shall be transmitted as an Exchange that is separate from any other Exchange. The Link Keep Alive
Protocol is applicable to Class F, 2, 3 and 4.

The LKA may be sent at any time. The LKA should be sent at least every K_A_TOV if no traffic has
been sent and/or received on the connection. The default value for K_A_TOV shall be 1/2 E_D_TOV.

If Accept is not received within E_D_TOV, a new LKA may be transmitted on a new exchange. The
exchange used for the previous | KA request may be aborted

Upon discovering an error, e.g. due to Service Reject or failure to receive a timely Acceptin rgsponse
to one or more LKA requests, the initiator should initiate appropriate exception handling.| The definition
of appropriate exception handling is topology specific.
Protocol:

Link Keep Alive Request Sequence

LS_ACC or LS_RJT Reply Sequence

Format: FT_1

Addressing: The S_ID field shall be set to FFFFFDh, indicating the Fabric Controller of the YE_Port

or B_Access Portal originating the request. The D_ID field-shall be set to FFFFFDh, indicating the Fab-
ric Controller of the remote peer.

Payload: The format of the payload is shown in.Table 25.

Table 25 — LKA payload

Bits 31... 24 23...16 15... 08 07... 00
Word
0 80h 00h 00h 00h

Reply Sequence:
LS_RJT: LS_RJT signifies rejection of the LKA command.

LS_ACC: LS_ACE signifies that the connection is intact. The format of the LS_ACC payload |s found
in Table 26.

Table 26 — LKA Accept payload

Bits 31...24 23...16 15... 08 07... 00
Word
0 02h 00h 00h 00h

13.3.3.5 Control and Service Module (CSM)

The CSM is a control component of the FC-BB-2_IP interface that mainly deals with Connection
Management. The CSM creates the FC/FCIP Entity pair during the Virtual ISL/FCIP Link setup. The
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CSM processes all requests for a link setup via the FCIP Registered TCP Port 3225 or optionally an-
other TCP Port. CSM also processes requests to add additional TCP connections over the same
FCIP Link. CSM is also responsible for tearing down existing FCIP Links and TCP connections and
deleting the FC/FCIP Entity pair.

NOTE 29 Some aspects of the CSM functions are discussed only in [7].
13.3.3.6 Platform Management Module (PMM)

13.3.3.6.1 Function

The PMM is a management component of the FC-BB-2_IP interface that handles Time Synchroniza-
tion, Discovery and Security. The PMM is also the intended component for any miscellaneous
housekeeping functions such as maintenance of event logs (see 16.4.5)

13.3.3.6.2 Time Synchronization

13.3.3.6.2.1 FCIP Transit Time (FTT)

Transit Time (FTT) is defined as the total transit time of an Encapsulated Fibre Channel frame

The FC Entity shall establish and maintain a synchronized time value in Simple Network Time Profo-

sha|l use suitable internal clocks and one of the following mechanisms.to establish and maintain the

Eadh byte-encoded SOF/EOF delimited FC frame thatthe FC Entity delivers to the FCIP_DE through
the FC Receiver Portal shall be accompanied by a‘fime stamp value obtained from the synchronizgd
time service. The FCIP_DE places the time stamp in the encapsulation header part of the Encapgu-
FC Frame that carries FC frame (See FC frame Encapsulation [9]). If no synchronized time
stamp value is available to accompany an entering Class 2, 3, or 4 FC frame, the frame should not pe
deliyered to the FCIP_DE. However, FC:BB-2_IP shall allow any class F Encapsulated FC Frames|to
be transmitted with a zero timestamp(value.

13.3.3.6.2.3 Checking IP network transit times in incoming FC frame encapsulation headersg

Eagh byte-encoded SOF/EOF-delimited FC frame delivered to the FC Entity through the FCIP_IDE
FC [Transmitter Portal is_to, be accompanied by the time stamp value taken from the Encapsulatipn
Hegder of the Encapsulated FC Frame. As stated in 13.3.3.6.2.2, the time stamp may be zero indicgt-
ing that no valid time_stamp was supplied by the sending FC Entity. Any frame other than a Clasq F
frame whose time\stamp is zero shall be discarded. A Class F frame whose time stamp is zero shall
be processed.asif it meet all Fibre Channel timeout requirements.

When the time stamp is non-zero, the FTT of the arriving Encapsulated Fibre Channel frame shall pe
compared 1o D . € exceeds D , then the frame shall be discarded.
Otherwise the frame shall be processed normally. Fibre Channel Timeout values shall be administra-
tively set to accommodate the FTT.
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13.3.3.6.3 Discovery

Discovery of FC-BB-2_IP devices is handled in accordance with the procedures outlined in 15.3.2
and IPS WG specifications FCIP [7], FCIP SLP [8].

13.3.3.6.4 Security

Security in FC-BB-2_IP is defined at two levels: Fibre Channel and FCIP. The Fibre Channel Level is
secured through FC-SP [6] mechanisms that are extended by FC-BB-2_IP. The FCIP Level is se-
cured through IPSec mechanisms (see FCIP [36]). Figure 21 illustrates the scope of the two security
mechanisms.

EC-BB-2_IP Device FC-BB-2_IP Device
FC FCIP TCP/IP IP Network || TCP/IP FCIP FC.
Entity || Entity Entity || Entity
A IPSec secures the A
FCIP Level

FC-BB-2_IP extends the Fibre Channel Level

FC-SP secures the Fibre Channel Level

Figure 21 — Security-Layers

In most cases, the security requirements of a FC/FEIR Entity pair are satisfied outside the dcope of
this standard as follows:

Security for the Fibre Channel Fabric is provided*by the FC-SP [6] capabilities (e.g., switch-tg-switch
authentication, frame authentication and confidentiality), and

Security for the TCP connections used, to-transit the IP network is provided by the security features
described in FCIP [7] (e.g., IPSec packet authentication and confidentiality).

Depending on the security requirements of a given configuration, any or all of the security capabilities
described in other standards, may be enabled or disabled. However, it is important to note that the
Public IP network is subjecttoa large variety of security attacks, meaning that serious consigleration
should be given to enabling the full suite of security features described in FCIP [7] whenever the Pub-
lic IP network is to be used to transit FCIP frames.

A FC/FCIP entitypair has a potential security vulnerability where interactions may not be fully se-
cured by eithef the FC-SP or FCIP security features. This vulnerability occurs when two or mare TCP
connections_are aggregated in a single FCIP Link. The first TCP connection in a FCIP Link anf its as-
sociatedVirtual ISL may be authenticated using the FC-SP mechanisms. However, no such authen-
tication.is defined for the second, third, etc. TCP connection, since to Fibre Channel they alllappear
to be part of an already authenticated Virtual ISL.

To’prevent attacking entities in the IP network from forging additional invalid TCP Connectipns, the

FC-BB-2_IP mechanism described in 15.3.3 extends the protection of FC-SP authentication to sub-
sequently added TCP connections. The extension to FC-SP authentication described in 15.3.3.2 is
based on the exchange of Class F requests and responses between FC Entities. This mechanism
works in concert with the FC-SP Virtual ISL authentication mechanism, transacting the Class F re-
quests and responses over a previously authenticated TCP connection. In some configurations, this
overhead may be unnecessary. However, in cases where fabric entities are capable of being authen-
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ticated without having their behaviour fully trusted, the extension to FC-SP authentication should be
used in combination with other FC-SP and FCIP security mechanisms to assure trustworthy forma-
tion of FCIP Links and Virtual ISLs.

13.3.4 IP Network Interface

The FC-BB-2_IP VE_Port Reference Model supports one logical IP interface and allows sharing a 4-
byte IPv4 or 16-byte IPv6 address in the following ways:

a) Asingle IP address per FC-BB-2_IP device
— asingle IP address shared by all FC/FCIP Entity pairs
b) Multiple IP addresses per FC-BB-2_IP device

— Asingle IP address per FC/FCIP Entity pair

c] Multiple IP addresses per FC/FCIP Entity pair
— Asingle IP address per VE_Port/FCIP_LEP pair
d) Multiple IP Addresses per FCIP Link

— Asingle IP address per TCP Port

Usq of different IP address schemes at the two ends of a FCIP Link is not gxpected to cause inter-qp-
eralility problems.

As shown in Figure 19, the IP network interface consists of the TCPland IP layers. The Encapsulatgd
FC Frame emerging out of the FCIP_DE, interfaces with the TCR layer. The IP layer interfaces wjth
the [TCP layer above it and the IP network below it. The TCRP-layer supports multiple TCP conngc-
tiong each corresponding to a FCIP_DE. Each client side T.CP connection within a FCIP Link is gs-
sigped an unique TCP Port Number. Either the FCIR\Well-known TCP Port 3225 or optionally
another TCP Port is used for accepting connectionrequests. These ports interface with the C§M
thrgugh an implementation defined interface.

IP Routing occurs inside the IP network. Within.the IP network, the route taken by an Encapsulated
FC Frame follows the normal routing procedures of the IP network.

13.4 The B_Access Functional Model

13.4.1 FC-BB-2_IP Interface Protocol Layers

Figure 22 shows the FunctionakModel of a FC-BB-2_IP device that consists of the B_Port FC inter-
face, the FC-BB-2_IP protocelinterface, and the IP network interface. Figure 19 shows the details|of
the [protocol layers across_these interfaces. The following subclauses describe each of the aboye
inteffaces.

14

NPTE 30 Because‘of the similarity between E_Port and B_Port Functional Models, this subclause only dés-
crjbes unique definitions for B_Access. Other definitions and descriptions from 13.3 apply equally well and
remain unchafged.

13.4.2 B_Port FC Interface
Th

but connectlwty to the same external FC switch is also aIIowed

B_Ports are uniquely identified by an 8-byte B_Port_Name.
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13.4.3 FC-BB-2_IP Protocol Interface

13.4.3.1 Major Components

The B_Port FC-BB-2_IP interface consists of all the components of the VE_Port Functiona
(see 13.3.3.1) except FC Switching Element with FC Routing.

13.4.3.2 FC and FCIP Entities
13.4.3.2.1 Function

| Model

The primary function of the FC Entity is supporting one or more B_Access portals and communicat-

ing with the FCIP Entity.

The function of the FCIP Entity is identical to its function in the VE_Port Functional Model described

133737373

The FC/FCIP Entity pair interfaces with the CSM and the PMM through an implementation.de
terface.

13.4.3.2.2 FC Entity

The FC-BB-2_IP interface may support multiple instances of the FC/FCIP Entity pairs. Each i
of the FC/FCIP Entity pair consists of one or more B_Access/FCIP_LEP pairs: A B_Access pq
component of the FC Entity that interfaces with the FCIP_LEP component of the FCIP Entity.
Access portal receives FC frames from the B_Port and sends them(to,the FCIP_LEP for end
tion and transmission on the IP network. The B_Access portal may also exchange Class F
frames with the remote B_Access portal via the LEPs. There isa one-to-one relationship be
B_Access portal and a FCIP_LEP. B_Access portals comrunicate via B_Access Virtual IS
scribed in 13.4.3.2.4).

There is no switching and routing required in the casé«of the B_Port Functional Model. Howe
forwarding of FC frames across the B_Access/FGIR/ LEP pair is still required. When multi
(within a FCIP_LEP) are in use the selection of.which FCIP_DE to use is described in 15.4.5
dures for Multiple Connection Management).

Initialization at the FC-BB-2 Protocol Interface occurs with the EBP SW_ILS exchanges betw
Access portals in a manner identical to,standard E_Ports and is described in 13.4.3.2.4. Th
cess Initialization State Machine is.described in 13.4.3.3.2.1.

13.4.3.2.3 FCIP Entity

ined in-

hstance
rtal is a
The B_
apsula-
control
ween a
Ls (de-

ver, the
ble DEs
(Proce-

een B_
b B_Ac-

The FCIP_LEP receives byte-encoded SOF/EOF delimited FC frames and a time stamp frop its B_

Access portals. All other functions are identical to the functions of the FCIP Entity in the
Functional Model (see 1373.3.3.3).

13.4.3.2.4 B_Access Virtual ISL and FCIP Links

E_Port

A B_Access Virtual ISL is a logical construct that is created between two FC Entity B_Accéss por-

tals for the,explicit purpose of sending and receiving byte-encoded SOF/EOF delimited FC fra
the FCIP\Entity. Conceptually, communication between two B_Access portals is similar to co
cation-between two VE_Ports.

There is a one-to-one mapping between a B_Access Virtual ISL and a FCIP Link.

mes via
mmuni-

A FCIP Link Originator or FCIP Link Acceptor is fully identified by all of the following:
a) an 8-byte Fabric_Name;
b) an 8-byte B_Access_Name;

c) an 8-byte FC/FCIP Entity Identifier.
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To uniquely identify a FCIP Link, the following items are required:

a) The 8-byte Fabric_Name of the FCIP Link Originator

)
b) The 8-byte B_Access_Name of the FCIP Link Originator
)

c) The 8-byte FC/FCIP Entity Identifier of the FCIP Link Originator

d) The 8-byte Fabric_Name of the FCIP Link Acceptor.

NOTE 31 The FCIP Link Acceptor’s 8-byte FC/FCIP Entity Identifier and the B_Access_Name of the Accep-
tor provide additional information about a FCIP Link but are not required to uniquely identify it.

From/To FC Switch E_Ports

A A A

FC Network Interface| g pot || B Port | === | B_Port B_Port_Name \
A (8 bytes)

Fabric-Name

(8 \bytes)
r—Lr+— —\— — — — P
r |_ - — |\ — — — - A l
‘N
Platform - =5 | I Li T C>\ | |
Management ¥ P@ | | B_Access_Name
Module B_Access - )s‘E“m‘;’ = (8 bytes)
(PMM) Service - ]
-Time Sync | | and len :: ]
-Discovery | | Conwol FCIP_LEP FCIP | ||
-Security (CSM) S IF Entity B FC/FCIP Identifier
0B DE <1 @bytes)
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N
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Note: DE within each FCIP_LEP
From/To IP Network means FCIP DE.

Figure 22 — FC-BB-2_IP B_Access Functional Model
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13.4.3.3 B_Access Virtual ISL Exchanges
13.4.3.3.1 Exchange B_Access Parameters (EBP) SW_ILS Exchanges

B_Access portals exchange SW_ILSs on the B_Access Virtual ISL. The SW_ILSs that occur on the
B_Access Virtual ISL are the EBP and LKA. Figure 23 shows the scope of the B_Access Virtual ISLs.

Class 2/3/4 frame
FC End Node [ P | FC End Node
\ Class 2/3/4 frame Class 2/3/4 frarrlle
\ I
FC SW FC Sw
gL', ClassF, 2/3/4 frame Class F, 2/3/4 frame | {sl.
\ /
B_Port B_Access Virtual ISL: Class F (EBP), B.'Port
Class 2/3/4 frame, LKA
B_Access [ B ., B/Access
FCIP LEP |- FCIP Link: Encap. FC frame, FSF > FCIP_LEP
TCP - TCP Connect'|.<')ns: Byte-stream > TCP
- -

Figure 23 — Scope of B_Access Virtual ISL
The Exchange B_Access Parameters (EBP) Switch Fabri¢ Internal Link Service (SW_ILS) is

sent by

a B_Access portal to a remote B_Access portal in ordér to establish operating Link Parameters and

port capabilities for the B_Access Virtual ISL formed’by the two B_Access portal peers. Su

cessful

acceptance of EBP SW_ILS shall be completed-before the B_Ports begin Switch Port Mode Initializa-

tion.

Protocol: Exchange B_Access Parameters (EBP) Request Sequence
Reply Switch Fabric Internal Link Service Sequence

Format: FT_1

Addressing: For use in Switch Port Configuration, the S_ID field shall be set to FFFFFDh, in
the Fabric Controller of the'originating B_Access; the D_ID field shall be set to FFFFFDh, in
the Fabric Controller of the destination B_Access.

Payload: The format'of the EBP request payload is shown in Table 27.

Table 27 — EBP Request payload

dicating
dicating

Item BS):tz:s Remarks
28 01 00 00h 4
R A TQV 4 Valde-in-ms
E_D_TOV 4 Value in ms
K_A_TOV 4 Value in ms
Requester B_Access_Name 8
Class F Service Parameters 16
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Requester B_Access_Name: This field shall contain the B_Access_Name of the device that origi-
nated the EBP request.

R_A_TOV: This field shall be set to the value (in ms) of R_A_TOV required by the FC-BB-2_IP de-
vice.

E_D_TOV: This field shall be set to the value (in ms) of E_D_TOV required by the FC-BB-2_IP de-
vice.

K_A_TOV: This field shall be set to the value (in ms) of K_A_TOV required by the FC-BB-2_IP de-
vice.

Class F Service Parameters: This field shall contain the B_Access Class F Service Parameters and
its format is identical with its use in the ELP SW_ILS [2].

Req
Ser!

ity Switchr Fabricintermal Cink Service Sequence:
vice Reject (SW_RJT)

Signifies the rejection of the EBP command

Acc

ept (SW_ACC)

Signifies acceptance of the EBP command

-Ac

Cept payload

Payload: The format of the EBP Accept payload is shown in Table 28.

The
Narj

Table 28 — EBP Accept payload

Regponder B_Access_Name: This field shall contain the B_Access_Name of the remote devi

that

The
sho

responds to the EBR‘request.

SW_RJT Reply-payload format is given in [2]. The EBP Reject Reason Code Explanation
wn in Table29:

Table 29 — EBP Reject Reason Code Explanation

Encoded Value

Uy

Item SIS Remarks
Bytes

02 00 00 00h 4

R_A_TOV 4 Value in ms

E_D_TOV 4 Value in ms

K_A_TOV 4 Value in ms

Responder B_Access_Name 8

Class F Service Parameters 16
fields in Table 28 are the same as defined for Table 27 except for the Responder B_Access_
he field.

(Bits 23-16) Description
0000 0000 No additional explanation
0000 0001 Class F Service Parameter error

0000 0010 Invalid B_Access_Name

S
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Table 29 — EBP Reject Reason Code Explanation

Enc9ded Value Description

(Bits 23-16)

0000 0011 K_A_TOV mismatch

0000 0100 E_D_TOV mismatch

0000 0101 R_A_TOV mismatch

others Reserved

13.4.3.3.2 B_Access Link Keep Alive (LKA) ELS Exchanges
See 13.3.3.4.2.

13.4.3.3.2.1 B_Access Initialization State Machine
The B_Access initialization state machine is shown in Figure 24.

State P0: Exchange B_Access Parameters. This state marks the beginning: of the B_|Access
initialization. Activity other than that described within the state machine is-suspended unfil initial-
ization is complete.

Transition P0:P1. The B_Access resets the RX_EBP flag.

State P1: Wait for ACK. In this state the B_Access waits until an ACK for the B_Access|s trans-
mitted EBP is received.

Transition P1:P0. This transition occurs when the B_Access has not received an ACK wjithin E_
D_TOV after the transmission of an EBP.

Transition P1:P2. This transition occurs when the B_JAccess receives an ACK before E_ID_TOV
expires.

Transition P1:P4. This transition occurs when the B_Access receives an EBP while wgiting for
an ACK.

State P2: Wait for Response. In this state the B_Access has received an ACK for its BBP and
is waiting for a response.

Transition P2:P0. This transition-occurs when the B_Access has not received a response within
E_D_TOV after the transmission of an EBP or receives a SW_RJT.

Transition P2:P3. This transition occurs when the B_Access receives a SW_ACC and |has not
received an EBP.

Transition P2:P4.(This transition occurs when the B_Access receives an EBP while wditing for
a response.

Transition P2:P5. This transition occurs when the B_Access receives a SW_ACC and|has re-
ceived an'EBP.

State P3: Wait for EBP. In this state the B_Access has received an ACK for its EBP and is wait-
ing-fer-an EBP.

Fransition P3:P0. This transition occurs when the B_Access has not received an EBP wjithin E_
D_TOV of the transmission of an EBP.

| " Transition P3:P4 This transition occurs when a B_Access receives an FRP while waitihg for a
response.

State P4: Receive EBP. In this state the B_Access has received an EBP. The B_Access re-
sponds with an ACK and transmits a SW_ACC or SW_RJT depending upon whether or not the
received configuration parameters contained within the EBP are acceptable. The B_Access sets
RX_EBP to indicate an EBP has been received and is accepted.
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Transition P4:P1. This transition occurs when a B_Access receives an EBP from its peer yet
hasn't received an ACK for a previously transmitted EBP.

Transition P4:P2. This transition occurs when a B_Access receives an EBP from its peer yet
hasn't received a response for a previously transmitted EBP.

Transition P4:P3. This transition should be removed from the diagram as it is the termination
point of the machine.

PO: Exchange B_Access Parameters

H

* transmit EBP P1: Wait for ACK
E_D_TOV expires
—P1:PO
FPUP1 =
RX_EBP=NO |_pq.po___receive ACK
2: Wait for Response P1:P4 receive EBP -

13.4
The

}.3.4 B:Port Control and Service Module (CSM)
B,Port CSM is identical to the E_Port CSM described in 13.3.3.5.

13.4

}-3.5 B_Port Piatform Manmagement Modute (P}

E_D_TOV expires )
or receive SW_RJT > P3: Wait for EBP

—P2:P0
receive SW_ACC E_D_TOV expires
and RX_EBP=NO — P3P0 N
—P2:P3 .
_p2-p4—teceive EBP - '53-p4 receive EBP
receive SW_ACC
| po.p5 and RX_EBP=YES

P4: Receive EBP

* transmit ACK
and RX_EBP=YES
and transmit response

—P1:P4—P»{—P4:P1 —B>
—P2:P4—|—P4:P2—>
—P3:P4—P»|—P4:P3—P>

Figure 24 — B_Access Initialization State Machine

The B_Port PMM is identical to the E_Port PMM described in 13.3.3.6.

13.4.4 IP Network Interface

The B_Port IP network interface is identical to the E_Port IP network interface described in 13.3.4
with a change in Item c), where a single IP address is per B_Access/FCIP_LEP pair.
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13.5 FC-BB-2_IP Network Topologies

Figure 25 shows some example FC-BB-2_IP network topologies that exist between 3 FC-BB-2_IP
sites:

a) FCIP Link 1 connects Sites 1 and 2 and consists of 3 TCP connections;

b) FCIP Link 2 connects Sites 1 and 2 and consists of 2 TCP connections. FCIP Link 2, however,
is distinct from Link 1 although it exists between the same two FC/FCIP Entity pairs (FC/FCIP_
Entity_1 and FC/FCIP_Entity_2);

c) FCIP Link 3 connects Sites 1 and 3 and consists of 2 TCP connections. FCIP Link 3 exists be-
tween FC/FCIP_Entity_3 and FC/FCIP_Entity_5;

ri) ECIP Link 4 connects Sites 2 and -3 and consists of 1 TCP _connection-ECIP Link 4 exists be-

tween FC/FCIP_Entity_4 and FC/FCIP_Entity_6.
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Figure 25 — FC-BB-2_IP Network Topologies
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14 Mapping and Message Encapsulation using TCP/IP
14.1 Applicability

This Clause only applies to FC-BB-2_IP.

14.2 Encapsulated Frame Structures

14.2.1 FC frame Encapsulation Structure

An Encapsulated FC Frame is carried as a TCP segment as shown in Table 30. The structure of an
Encapsulated FC Frame is shown in Table 31 and consists of a FC Encapsulation Header and a
byte-encoded SOF/EOF delimited Class 2, 3, 4 or F FC frame.

Table 30— TCPUP S incE lated EC.E

. . Size

Field Sub-field (Bytes)
Min:, 20
IP Header Max-40
TCP Header Min: 20
Max: 40
Min: 64

TCP payload Encapsulated FC Frame Max: 2 176

Table 31 — Encapsulated FC Frame structure

Field (Bs;tz:s)
FC Encapsulation Header 28
SOF (see Note below) 4
FC-Header 24
FC frame+payload Min: O
(includes: optional header) Max: 2 112
CRC 4
EOF (see Note below) 4

FC frame Encapsulation [9] describes the structures of the 4-byte SOF/EOF values fields and the FC
Encapsulation Header. The FC Encapsulation Header consists of several fields: Protocol#, Version,
pFlags, Flags,(Frame Length, Time Stamp, and CRC. Following is a brief description of thesg fields.
See FC Frarme.Encapsulation [9] for details.

a) Thé Protocol# and Version fields indicates the FCIP protocol and its version number.

b) ;»The pFlags field defines flag bits FSF and Ch that distinguish Encapsulated FC Framjes from
ECIP originated or echoed control frames.

c) The Flag CRCYV bit value indicates if the contents of the CRC field are valid or invalid. For FC-
BB-2_IP protocol the CRCV bit shall be zero (invalid).

d) The Frame Length field contains the length of the entire FC Encapsulated Frame including the
FC Encapsulation Header and the FC frame (including SOF and EOF words).
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e) The (two) Time Stamp fields contain time at which the FC Encapsulated Frame was sent as
known to the sender. The format of integer and fraction Time Stamp word values is specified in
Simple Network Time Protocol (SNTP) Version 4 [12]. The contents of the Time Stamp [integer]
and Time Stamp [fraction] words shall be set as described in 13.3.3.6.2.

f) For FC-BB-2_IP protocol the CRC shall be zero.

14.2.2 Encapsulated FCIP Special Frame (FSF) structure

An Encapsulated FCIP Special Frame (FSF) is carried as a TCP segment as shown in Table 32. The
structure of an Encapsulated FSF is shown in Table 33 and consists of a FC Encapsulation Header
and a FCIP Special Frame (FSF).

Table 32 — TCP/IP Segment structure carrying Encapsulated FSF

. . Size
Field Sub-field (Bytes)
Min: 20
IP Header Max: 40
TCP Header Min:(20
Max:*40

TCP payload Encapsulated FSF 76

Table 33 — Encapsulated FSF structure

. Size
Field (Bytes)
FC Encapsulation Header. 28
FCIP Special Frame (FSF) 48

Seq 14.2.1 for a description of the FC Encapsulation Header structure and format.

Thg FSF structure is defined in FCIP [7] and ‘consists of several fields: Source FC Fabric _Nane,
Soyrce FC/FCIP Entity ldentifier, Conneefion Nonce, Connection Usage Flags, Connection Usafe
Code, Destination FC Fabric_Name, and*K_A_TOV. Following is a brief description of these fields.
Seq FCIP [7] for details.

The Source FC Fabric_Name is the identifier for the FC Fabric associated with the FC/FGIP
htity pair that generates the FCIP Special Frame. If the FC Fabric is a FC Switch, then the figld
bntains the Switch_Name.

O m o

The Source EC/ECIP Entity Identifier is a unique identifier for the FC/FCIP Entity pair that
bnerates the FSF-The value is assigned by the FC Fabric whose name appears in the Source FC
bbric_Nameg field.

mQ o

The Cannection Nonce field contains a 64-bit random number generated to uniquely identify a
ngle’TEP connect request. in order to provide sufficient security for the nonce, the randomness
r¢commendations described in FCIP [7] should be followed.

”n O

d) Connection Usage Flag field identifies the types of SOF values to be carried on the connec-
tion. All or none of the bits corresponding to Class F, 2, 3, or 4 may be set to one. If all of the bits
are zero, then the types of FC frames intended to be carried on the connection has no specific re-
lationship to SOF code.
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e) The Connection Usage Code field is to contain Fibre Channel defined information regarding
the intended usage of the connection. The FCIP Entity uses the contents of the Connection Usage
Flags and the Connection Usage Code fields to locate appropriate QoS settings in the shared da-
tabase of TCP connection information and apply those settings to a newly formed connection. No
values have been defined for this field at this time and shall carry a 0 value.

f) The Destination FC Fabric_Name field may contain the Fibre Channel identifier for the FC Fab-
ric associated with the FC/FCIP Entity pair that echoes (as opposed to generates) the FSF.

g) The K_A_TOV field contains the FC Keep Alive Timeout value to be applied to the new TCP
Connection.

14.3 TCP/IP Encapsulation
Figure 26 iftustrates the T CP/tPencapsutation of anm Encapsutated FC Frame. The T CPAP ehcapsu-

lation of an Encapsulated FSF is similar.

FC Header Pay'oad CRC
(includes optional hdr.)
(24) (0to 2 112) 4

|«—— FCframee ——»|
| |

T
5 | FC Encapsulation | o)
2 Header | o
@) | (7) | (4)
N N | | P
- Encapsulated FC Frame — >
N . _
N -7
N P
% -¢«—— Encapsulated FC Frame —p
| [l | | |
[ i TCP Byte-Stream ||
| || .TCP TCP |
| Header Tcp Header TGP Pavioad |
Payload
: | (20« 40) q— ayload —b» (20 - 40) -€— ayloa —>| |
| |
| | ~4— TCP Segment —>| -« TCP Segment —» |
TN N \ ILLLE
| | \ | \
\ | \ | |
l | | l
IP I IP
| || Header P Pavioad Header P Pavioad | |
| | (20 - 40) ayload =8~ | 4. 40) ayload —=, |
. T | [

Figure 26 — TCP/IP Encapsulation of an Encapsulated FC Frame
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15 The FC-BB-2_IP Protocol Procedures

15.1 Applicability
This Clause only applies to FC-BB-2_IP.

15.2 FC-BB-2_IP Protocol Procedures

E)

This clause describes the FC-BB-2_IP protocol procedures for Platform Management (15.3), Con-
nection Management (15.4), and Error Detection and Recovery (15.5). There are no specific proce-

dures defined for housekeeping functions such as maintenance of error or event logs.
15.3 Procedures for Platform Management

15.3.1__Function

Platform Management has three main functions: Discovery, Security, and Time Synchronizatian,

15.3.2 Procedures for Discovery

Device Discovery is one of the functions of the Platform Management Module (PMM); Each FC-BB-

device is statically or dynamically configured with a list of IP addresses and-other identifig
.d., Port_Names) corresponding to participating FC/FCIP Entities. If dynamic discovery of parti
patihg FC-BB-2_IP devices is supported, the function is performed using the, Service Location Pro
col (SLPv2) [8].

FC/FCIP Entities themselves do not actively participate in the discovery 0f‘FC source and destinati
identifiers. Discovery of FC addresses (accessible via the FC/FCIP Entity) is provided by techniqu
and| protocols within the FC architecture as described in FC-FS [4}-and FC-SW-3 [2].

15.3.3 Procedures for Extending FC-SP Security

15.3.3.1 Authentication Mechanisms

The Platform Management Module (PMM) is responsible for extending security at the Fibre Channel

Levgl.

Entity authentication occurs at the FCIP and Fibre Channel Levels as illustrated in Figure 21. Authg

tication mechanisms at the FCIP Level are.defined in FCIP [7]. Authentication mechanisms at the |

bre |Channel Level are defined in FC-SP.{6].

Durjng initialization of a Virtual ISLyxeach switch may authenticate the other switch with FC-SP 3
themtication mechanisms. FC-BB=2-IP provides for extending the protection of FC-SP authenticati
to subsequently added TCP connections via either the ASF SW_ILS described in 15.3.3.2 or vend
sperific configuration information.

When a FCIP Entity recgives a TCP Connect request for an additional TCP connection to an existi

Connection Nonce,

ng
to
a_

hal

b) Destination FC Fabric_Name,
c) Connection Usage Flags, and

d) Connection Usage Code.
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If FC-SP authentication procedures are not being applied to the Virtual ISL, the FC Entity shall re-

spond to the FCIP Entity indicating that the new TCP is authentic.

NOTE 33 If the first TCP connection in a Virtual ISL is not authenticated using the applicable FC-S
dures, no security is gained by authenticating other TCP connections.

P proce-

NOTE 34 The preferred security mechanism for the Public Internet IP network is the success or failure of an

ASF SW_ILS.
15.3.3.2 Authenticate Special Frame (ASF)
The Authenticate Special Frame (ASF) Switch Fabric Internal Link Service (SW_ILS) is used

by a FC

Entity to authenticate additional TCP connections on existing FCIP links. To authenticate a new TCP
connection using the ASF SW_ILS, the FC Entity shall use the information provided by the FCIP En-
tity to transmit an ASF request on the Virtual ISL to which the new TCP connection is being added

The FC Entity shall use the information from the (new) FSF request to populate the fields.in ]he ASF

request. The fields are the same as defined for FSF (see 14.2.2). The format of thé JASF Request
payload is shown in Table 34.
The FC Entity shall transmit the ASF over the previously authenticated TCP connéction. Thig “piggy-
backing” technique authenticates additional TCP connections by riding on theback of previolsly au-
thenticated TCP connections.
A FC Entity that receives an ASF SW_ILS shall verify that the infermation in the request payload
identifies a TCP connection initiated by that FC/FCIP Entity pair.df it'verifies that this information is
right then the FC Entity shall respond with a SW_ACC (see Table 35), otherwise it shall respand with
a SW_RJT with a Reason Code of Unable To Perform Command Request and a Reason Cpde Ex-
planation of Class F Service Parameter Error.
Protocol:
Authenticate Special Frame (ASF) Request Sequéence
Reply Switch Fabric Internal Link Service Sequence
Format: FT_1
Addressing: The S_ID field shall be set to FFFFFDh, indicating the Fabric Controller of the priginat-
ing FC Entity. The D_ID field shall:be’set to FFFFFDh, indicating the Fabric Controller of thg receiv-
ing FC Entity.
Payload: The format of the ASF Request payload is shown in Table 34.
Table 34 — ASF Request Payload
ltem Size
Bytes

28 03 00 00h 4

Destination FC Fabric_Name 8

Connection Nonce 8

Connection Usage Flags 1

Reserved 4

Connection Usage Code 2

Reserved 4
Destination FC Fabric_Name: This field is the Fabric_Name of the destination switch and is the

Source FC Fabric_Name from the FSF frame.
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Connection Nonce: This field is the Connection Nonce from the FSF request.

Connection Usage Flags: This field is the Connection Usage Flags from the FSF request and signi-

fies

the acceptance of these flags.

Connection Usage Code: This field is the Connection Usage Code from the FSF request and signi-

fies

the acceptance of these codes.

Reply Switch Fabric Internal Link Service Sequence:
Service Reject (SW_RJT)
Signifies the rejection of the ASF command

Accept (SW_ACC)

Siginifiesacceptance of the ASF Request:

-A

[®]

Payload: The format of the ASF Accept payload is shown in Table 35.

15.4

15.4
The

15.4

Ino
estd

N
W

It m

frames (e.g., Class F) on connections so they do not encounter head of line blocking behind Class

Cla
theq

AV
tion
der

Cept payload

Table 35 — ASF Accept Response Payload

Size
Bytes
02 00 00 OOh 4

Item

} Procedures for Connection Management

.1 Function

primary function of the Control and Services Module (CSM) is managing connections.

}.2 Procedures for Link Setup

rder to realize a Virtual ISL/FCIP Link between two FC-BB-2_IP endpoints, a FC-BB-2_IP devi
blishes TCP connection(s) with its peer EC=BB-2_IP device.

een two FCIP_LEPs. Conceptually, the procedures for establishing these two are identical.

ay also be useful to assign ajpool of connections for transmission of high priority and cont

5s 3 or Class 4 traffic. The'use of multiple connections and policies for distributing frames
e connections is deseribed in 15.4.5.

rtual ISL/FCIP Link and the two FC-BB-2_IP device endpoints that are involved become ope
bl only after the first TCP connection is established. The sequence of operations performed in
to establish-a(Virtual ISL/FCIP Link) is as follows.

a) The.EC-BB-2_IP device initializes its local resources to enable it to listen to TCP connecti
requests.

DTE 35 A Virtual ISL exists between two/VE_Ports or two B_Access portals and a FCIP Link exists be-

fol
21

olp]

b).Y The FC-BB-2 _IP device discovers the FC-BB-2 _IP device endpoints to which it is able to 4

S-

tablish a Virtual ISL/FCIP Link. The result of the discovery shall be, at the minimum, the IP ad-

dress and the TCP port of the peer endpoint. The discovery process may rely on administrati
configuration or on services such as SLP as described in 15.3.2.

ve

c) The processes defined by FCIP are used to establish TCP connections. Fibre Channel Level
authentication of the first TCP connection is accomplished using the mechanisms and manage-
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